WPLC

Working Papers of the Linguistics Circle
of the University of Victoria

Connecting
graduate &
undergraduate
research

oI. 20



Working Papers of the Linguistics Circle
of the University of Victoria

—\Vol. 20 —

Connecting Graduate & Undergraduate Research

Published by the graduate students
of the University of Victoria Linguistics Departmen

Department of Linguistics
University of Victoria
P.O. Box 3045
Victoria, B.C., Canada
V8W 3P4

ISSN 1200-3344 (print)
ISSN 1920-440X (digital)

http://web.uvic.ca/~wplc | wplc@uvic.ca
© 2010 All rights retained by contributing authors.



Table of Contents

Acknowledgemen
Prefac

Editorial committe
Review committe

CONTRIBUTIONS IN THEORETICAL MORPHGPHONOLOGY

Barbara Jenni
Morphological awareness in bilingual Inuktitut-Eistl speakers
from the perspective of relational spreading*

Mike Anthony
Formative and plural infixation in Ndaan'd: An argument for
prosodic morphology*

Khaled Karim
Vowel epenthesis in Bangla: An Optimality Theorgbsis

CONTRIBUTIONS IN APPLYING THEORY TO PRACTICE

Lyra Magloughlin
The Important role of phonological awareness inriegy to read:
A change in perspective*

Brittney O’Neill, Josh Bennet, & Chantal Vanier
Crossing linguistic boundaries: Making the mostiafss-
linguistic influence in the language classroom*

(*undergraduate contributic

16

26

37

50



CONTRIBUTIONS IN EXPERIMENTAL PHONETICS

Janine Lebeter & Susan Saunders
The effects of time compression on the comprehargimatural
and synthetic speech*

Akitsugu Nogita

Do Japanese ESL learners’ pronunciation errors doone
inability to articulate or misconceptions about theyet sounds?

CONTRIBUTIONS ON CURRENT TRENDS IN LINGUISTICS ANDGCIETY

Brittney O’Neill
LOL! (laughing online): An investigation of non-\ml
communication in computer mediated exchanges*

Vanessa McCumber
-s. The latest slang suffix, for reals*

Qian Xiaojuan
Strategies for webpage trans-editing: A socio-caltatudy

Acknowledgments

63

82

117

124

131

The 20" volume of WPLC would not have been possible withine ongoing
support of the faculty, staff, and students of théc Linguistics Department as
well as the greater community of individuals whasterest in the study of
language maintains our spirits and motivates ofortsf To this Linguistics
Circle, we are very grateful. We would also like ttmnk the UVic Graduate
Students’ Society for their generosity and the UNaculty of Graduate Studies

for its support of graduate-level research and lschloip.



Preface to our 20" volume

Making the transition into, and out of graduatedss is not always easy.
Students just beginning their programs often faséeap learning curve when it
comes to acquiring the skills and research habiswill eventually see them to
the end of their programs. For those finishing aipd especially for those who
continue their careers in academia, a whole newfsills needs to be acquired.

In that context, we set about putting together W@u20 of WPLC as a
vehicle to help students at both ends of the spectby creating a venue for
grads & undergrads alike to showcase their world, lanfurther tasking current
graduate students with guiding their fellow studentia careful peer-review,
toward higher-level research skills and educatigusibilities. We asked the
teaching faculty in the UVic Linguistics Departmeaatrecommend to us work
from their undergraduate classes that they felt easeptional, and we then
invited those students to take part in the pubtighprocess along with three of
our graduate students. Following much revisionwa$i as guidance from the
sponsoring faculty members, we were able to braggether an eclectic mix of
research reflective of the diverse areas of inqtiat the study of language
entails.

It is our hope that the readers of the articlesect#d here will benefit as
much from their content as their authors, editars] reviewers benefitted from
the process of creating them.

Editorial Committee,
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Morphological awareness in bilingual
Inuktitut—English speakers from the perspective
of relational spreading

Barbara Jenni
University of Victoria
bje@uvic.ca

In this paper | put forward the idea of relationsppreading to
conceptualize morphological awareness in code-mikitinguals. This
idea was developed in response to noting instan€escorporated
English bases into Inuktitut words in original enqal data from
Allen, Genesee, Fish & Crago (2009). Certain clasdeserbal affixes,
e.g. light verbs, require the incorporation of &meent into the position
of the base, but incorporations are not limitechtoninals. The base
itself is considered to be essential in Inuktitut} it appears that the
language also accepts base ellipsis. | proposethieste conditions
support the incorporation of English elements imaktitut verbal
affixes and that speakers are likely aware of thaseditions when
code-mixing. | argue that during code-mixing, spakmatch lemmas
from one language with lexemes from another langu&gr bilingual
speakers, the relations formed between lemmas exwhes across
languages contain morphological information suchvagther or not
the lemma of an Inuktitut base can be matched anitEnglish lexeme.

1 Introduction

The standard assumption is that the left-most ai¢rokthe Inuktitut word, the
base, is essential (e.g. Swift & Allen, 2002; Sam&01993). Incorporations,
abundant in Inuktitut word formation, are found tihe left-most position.
Incorporations can be defined as instances of mallysbare) noun in close
association with, or morphologically attached tovexrb (Johns, 2007). The
following data example is from Nowak (2009); thecarporated bare noun
‘aiviq’ is bold, the verbal affix —si is underlined

(8] bare root
aiviq -Si -lig -ramnuk
walrus -come.across -begin  -bD.CAUS.INTR

‘We two suddenly come across a walrus’



The majority of Inuktitut speakers today are biliag learning Inuktitut as
their first language from birth and English as ttsgicond language, usually upon
entering school (Allen, 2007). The data in Allergr@see, Fish & Crago’s (2009)
study show that bilingual speakers can incorpotatglish elements into
Inuktitut utterances. The incorporated English eetrin (2), found in the left-
most position, is in italics and the verbal affix is underlined (data from Allen
et al., 2009).

(2) bare root
maani -i  -gii goalie -u -nia -rama?
here -be MP.2sS -be -FUT -CTG.1SS
‘Can you be here so | can be the goalie?

Observations of bilingual speakers incorporatinthbouktitut and English
elements alike into Inuktitut verbal affixes posgeresting questions about
speakers’ morphological awareness. Morphologicaraness can be understood
as the knowledge or understanding of how wordscezated and how to apply
this knowledge (e.g. Rice, Libben & Derwing, 200¢Bride-Chang et al.,
2008). In this paper | argue that code-mixed inomapons in Inuktitut—English
bilingual speech can be analyzed in termgeddtional spreadinga proposed
model of speech production that draws on the thieateapproach of relational
morphology. Following Winford (2009), who statesathcode-mixing is the
outcome of bilingual speakers’ matching lemmas frome language with
lexemes from another language, | propose thatenbttingual lexicon, lemmas
and lexemes are stored in relational patterns sadeogguages. | use the word
lemmato refer to the semantic grammatical propertiesvofds (without their
sounds). The formed relations are used by speakees creating code-mixed
utterances.

This paper first presents a short introduction niaktitut, followed by a
discussion of incorporations in general and the uoence of English
incorporations into Inuktitut words (Sections 2 aid In Section 4, | discuss
morphological awareness of bilingual Inuktitut—-BEshl speakers based on my
observations on code-mixed incorporations and leflgesis. A presentation of
selected literature on the bilingual lexicon aniéhual lexical access in section
5 will provide the basis for my proposal @flational spreadingIn Section 6 |
will apply this proposed model to English incorpgaras into Inuktitut utterances
as an expression of morphological awareness imgoiél speakers.
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2 Preliminaries

2.1 Inuktitut genetic and geographical information

Inuktitut is one dialect of the Inuit languagesrduacross Canada’s North. The
Inuit languages are a sub-branch of the Eskimouageg branch and part of the
Eskimo-Aleut language family. Inuktitut is spoken the Eastern Canadian
Arctic. Of the estimated 35,000 speakers, the nrtgjdive in Nunavut and
Nunavik. Inuktitut speakers are exposed to Engdlisiough education, media,
and community interactions. English monolingualsrf@a minority in Nunavut,
where Inuktitut is the official language, and Iritlkt speakers switch to English
when interacting with English speakers. There a@ some indications of a
stable bilingualism developing among Inuktitut dpa in Nunavut (Allen,
2007).

2.2 Inuktitut word structure

Inuktitut is a polysynthetic language with a rictonphology of affixation. The
language is head-marking with SOV word order. S&ifllen (2002) state that
the minimal structure of verbs and nouns canornjaalhsists of a base, followed
by an inflectional ending. In principle, the wordde is the lexical root of the
word and is either a noun (or pronoun) or a vetie Base sits in the left-most
position of the word. A minimum of one and up te €&ammons, 1993) or eight
(Crago & Allen, 1999) suffixes can be added to tese. The basic word
structure in Inuktitut can be formulated as follof@ook & Johns, 2009):

) [base (affixes) inflection]

Suffixation in Inuktitut expresses both lexical tamt and grammatical
categories. There are over 400 word-internal mor@seand over 900 verbal and
100 nominal cross-referencing inflections (Cragél&n, 1999).

2.3 Incorporations

Incorporations occur frequently in Inuktitut ande amonsidered to be obligatory
(Johns, 2009). Technically, a (bare) noun thataspimologically attached to or in
close association with a verb constitutes an irgtaof (noun) incorporation.
However, in Inuktitut, the incorporated elementnigt limited to a nominal
(Johns, 2007; Nowak, 2009). The following data flem Nowak (2009)

Working Papers of the Linguistics Circle of the nsity of Victoria20, 1-15
© 2010 Barbara Jenni



illustrates four possible types of incorporatedredats (in bold): (4) a bare root,
(5) an inflected nominal complex, (6) a pronourd én) a particle.

(4) bare root
aiviq -Si -liq -ramnuk
walrus -come.across -begin  -D.CAUS.INTR

‘We two suddenly come across a walrus’

(5) infl. nom. comp.
illu -tinnut -aq -tunga
house -P.POSSTERM -move -1S.INTR

‘| arrived (at our) home’ (= | went home)

(6) pronoun
asi -gaq -nngit  -tuq
other -haveINTR -NEG  -3S.INTR

‘There was no other’

@) particle
uattiaru -u  -qgau -juq
a.little.while.ago -be -a.little.while.ago SINTR

‘It happened a little while ago (evidential)’

The incorporation of a particle in (7) appears éoftict with the previous
statement that the base is either a noun (pronmua)verb. The explanation for
this is that incorporations are not limited to noais.

2.4 Verbal affix versus verb roots

In Inuktitut, both verb roots and verbal affixesstxThe element glossed as an
English verb can be a verb root found in the pasitf the base (italics in 8) or a
verbal affix in the position of the first suffixeelement immediately following
the base (underlined in 9). The data in (8) and(@)rom Cook & Johns (2009).

(8) verb root
hini -liq -nia -haaq -&unga
sleep -begin -future -about.to APPOS1S
‘Just before | went to sleep’

9) verbal affix
tuktu -gaq -nia -&a -‘man
caribou -exist -future -expressive CAUS.3s
‘Because there might be caribou’
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Verbal affixes appear to govern incorporation. Thaye been identified by
Johns (2007) as a group of nine classes of lighiisvelohns (2009) proposes that
these light verbs do not meet the requirement leikizal root (i.e. base) as the
left-most element in the word structure. Therefamr,element is incorporated
that subsequently fills the otherwise vacant positiof the base. Johns’
argumentation is situated within the discussionuadosemantics in Inuktitut
word formation. Nowak (2009) suggests that incoapent elements function as
lexical arguments within the context of informatioranagement. Important for
the analysis at hand is that light verbs depentherpragmatic properties of the
incorporated base in order to fully specify theitended meaning (Cook &
Johns, 2009). In (9), the verbal affix (light vergaq requires the incorporation
of the basduktu ‘caribou’ in order to convey the meaning ‘might t&ribou’.
Nowak (2009) supports Johns’ proposal by sayindg thecorporated lexical
items are strictly obligatory and are governedhwyitcorporating verbal affix.”

In summary, we find that each incorporation in dlaga above occurs with a
light verb: si ‘come.across’ in (4),aq ‘move’ in (5), gag ‘have’ in (6), and u
‘be’ in (7). This confirms the importance of thesban the Inuktitut word. In the
case of incorporations, the verbal affix, or ligletb, requires the presence of the
base in order to specify the meaning of the lightov This inherent structural
aspect of Inuktitut appears to also allow for Estglelements to fill the position
of the base, as | will discuss in the followingtsat

3 Code-mixed incorporation (English—Inuktitut)

One topic of research on bilingual speech is treuwence of elements of both
languages within the same constituent uttered bilimgual speaker. Different
terminology and theoretical and methodological apphes are used to describe
this phenomenon (e.g. Muysken, 2000; Winford, 2069y the purposes of this
paper, | will use the termdilingual word formation and code-mixing
interchangeably to refer to the phenomena of Emgllements being inserted or
incorporated into Inuktitut utterances.

The majority of Inuktitut—-English code-mixing instaes observed by Allen
et al. (2009) are noun insertions (60.2%), follovilsdverb insertions (31.5%).
Based on Johns’ (2007) list of light verbs, | hadentified 17 instances of
incorporations in the 100 code-mixed data samplesiged by Allen et al.
(17%). The following data set from Allen et al. repents a sample of
incorporations of English bases. The incorporatedligh items are italicized,
verbal affixes are underlined.
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(20) bare root (N)
maani -i  -gii goalie -u -nia -rama?
here -be MP.2sS -be -FUT -CTG.1sS
‘Can you be here so | can be tiealie?’

(12) bare root (V)
Share -ruma -vit?
-want -INTER.2SS
‘Do you want toshare?”’

(12) infl. nom. comp.
Ball -ti -guma -jait?
-CAUS -want -PAR.2SS.30
‘Do you want him tglay balf?’

(13) adjective
nuja -ti funny -u -lir -mata
hair ABS.2S°L -be -PRS  -CTG.3PS
‘Your hair isfunny

The verbal affixes that incorporate the Englishmelats are all light verbs, as per
Johns (2007): +'be’ (10 and 13),ruma‘want’ (11), guma‘want’ (12).

Muysken (2000) suggests that, in terms of insestioncode-mixed speech
of bilinguals, agglutinative suffixes are non-sélezand that the language of the
base can be switched as long as the base “is égpiiva categorical status to an
element from the language of the affix” (p. 76)eTdata in (4) to (7) and (10) to
(13) indicate that Inuktitut verbal affixes donkstrict for what element they
incorporate categorically (noun, verb, compoundtiga, or adjective) or with
regards to language (Inuktitut or English).

In the next section, | outline my assumptions onphological awareness
of bilingual Inuktitut—-English speakers based om @fbove observations on code-
mixed incorporations, as well as base ellipsis.

4  Aspects of morphological awareness

Morphological awareness refers to the knowledgeraterstanding of speakers
of how words are created and how to apply this kadge. Rice, Libben &

Derwing (2002) have described morphological awasemme bilingual speakers of
a polysynthetic language. Their study demonstrateateness in bilingual Dene—
English speakers to morphological constituents émé& Also, Muysken (2000)
suggests that bilingual speaketlstermine [italics added] categorical status
equivalence when code-mixing insertions with aggaitve suffixes. The results
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from Rice et al. (2002) coupled with Muysken’s sesfipn (2000) indicate that
bilingual Inuktitut—-English speakers are likely awaf the requirement for light
verbs to incorporate a base. When code-mixing ethéingual speakers apply
their knowledge by incorporating English bases Intdtitut verbal affixes.

Another implication of speakers’ morphological ag@ess of the character
of verbal affixes and bases is indicated in a stoglBwift and Allen (2002) on
verb base ellipsis. Swift and Allen (2002) foundttklliptical verb constructions,
i.e. omissions of the base component in verbsaarestablished phenomenon in
Inuktitut conversational discourse. The authordestaat their observation is
significant, considering that the base is assurodzbtan essential element of the
Inuktitut word. Two examples are presented beloatgdrom Swift & Allen,
2002); the omitted element is in [ ] in the gloss.

(14) 0] -qquugq -mmat
ZBASE -probably €TG.3sS
‘She probably [is coming]’

(15) ataata -it=Iu 0} -niaq -gatta
father ABs.2sS=and BASE -TODAY.FUT CTG.1PS

‘With your father we will [go out] today’

Swift & Allen (2002) state that the omitted elememty be a base or a base
with one or more postbases (i.e., affixes immedtiatagllowing the base). The
authors also observe that the remaining elliptstaictures may not or did not
begin with what they call derivational postbasesthWwhe exception ofgacg
‘have’, what Swift & Allen call derivational postbes closely resembles what
Johns (2007) proposes as light verbs obligatoetyiring an incorporated base.
My assumption then is that base omission beforestbpse (affix) other than a
light verb is possible, but base omission befoigta verb, i.e. verbal affix, is
not possible. Speakers appear to distinguish lighbs from other postbases in
that light verbs always require that the left-mpassition be filled. This supports
the above notion that speakers are aware of tharemgent for light verbs to
incorporate a lexical base.

The code-mixing data presented by Allen et al. @0Gfhows that English
elements only occurred in the left-most positioraaford (incorporated or not),
but never in a position where the English elemeatld act as a light verb
incorporating an Inuktitut element. Code-mixing &lgers appear to treat
Inuktitut light verbs as elements that can notdpgaced by English verbs.

The implication of the above is that speakers appeabe aware that
Inuktitut light verbs require a base, or that tbft-inost position must be filled.
Speakers also appear to be aware that this regemtercan be met by
incorporating an element that completes the intérmmdeaning of the light verb.
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Finally, speakers appear to be aware that the hghb is not restricted to

incorporating a (bare) Inuktitut noun, but acceptements from different

categories or languages. We may then ask how thiphuological awareness of
code-mixing bilingual speakers can be conceptudlimeorder to explain the

above observations. | will next describe languagegssing and lexical access
models that account for the use of both languagesde-mixed incorporations.

5 Bilingual lexicon & bilingual lexical access

One of the most influential ideas on speech pradach psycholinguistics is the
spreading activation model originally introduced @ygllins and Loftus in 1975
(Costa, La Heij & Navarrete, 2006; see also Colinisoftus, 1975). This model
proposes that any representation spreads a propatiits activation to other
representations with which it is linked. Subsequaisidels based on this idea
assume three layers of representation in speechiugtion: conceptual
(semantic), lexical, and sub-lexical (phonologid@psta et al., 2006; see also
Dell, 1986; Levelt, 1989; Caramazza, 1997). Theragreement among these
theories that, within the conceptual level, activatof one concept spreads to
multiple other related concepts and that the atitimahen spreads to the lexical
level (Costa et al., 2006). The spreading of thevaiion between the lexical and
sub-lexical representations is either discreteascading. Discrete spreading is
restricted in that only the one selected lexicplesentation activates forward to
respective sub-lexical representations. Cascadirepding occurs not only from
the selected lexical representation, but also framractivated lexical
representations to their respective sub-lexicalasgntation. All theories assume
that the activation is fed forward (Costa et a00&), and it has been proposed
that the activation may also be fed backward (Cestal., 2006; see also Dell,
1989).

Costa et al. (2006) acknowledge that it is vergliikthat both languages are
activated in parallel, at some level, in bilingualken they mix codes. | agree
that English incorporations into Inuktitut verbdfixes support a concept of
parallel co-activation of both languages, as otimsva “turn-off/on” switch of
languages mid-word would be required. Also, | assuhat both languages are
always active to some degree and that the activapoead is cascading and not
discrete. | also agree with Levelt (1993, in Winfo2009, p. 295) that, at the
conceptual level, the message is still preverbalBbt (in Winford, 2009, p. 295)
suggests that one of the two languages will bectsdeo control speech output; |
assume that the selection may occur anytime befaregpreverbal message has
spread to the lexical representations of the twguages, but no later than that.
The non-selected language continues to be actideeagaged in the processing
to some extent in parallel (de Bot, in Winford, 2R0
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If bilingual speakers have access to both langyageat ‘facilitates’ their
choice of one language over the other? Finkbef@ellan & Caramazza (2006)
suggest that theories on word production usuabyme a process of competitive
lexical access. From this assumption follows thesdjmtion that, for
monolinguals, the closer two lexical representatiane in meaning, the more
difficult it is to select the correct one. This hewer results in the so-called “hard
problem” (quotations in original) in bilingual lexdl access. In bilingual speech
virtually every concept is associated with synonymdexical nodes, yet
bilinguals are able to make correct lexical setexgi without any difficulty.
Finkbeiner et al. (2006) therefore propose thaichxselection is by threshold,
not by competition as otherwise assumed. Theirgfitial activation model
suggests that the first node that reaches a tHeah@n activation level will be
the one that gets selected. Selection of the daeget language lexical node(s)
is provided by increasing the rate of activationtlod target language lexical
nodes relative (my emphasis) to that of non-target language &xitodes.
Finkbeiner et al. propose that the bilingual speakiatention to speak in one
language and not the other modulates the rate mthwhe activation accrues
over lexical nodes in the target and the non-tdegejuage. The authors conclude
that language systems are not turned off/on orcheft, but the intentions of the
speaker may activate one language more strongty tthe other. This suggests
that both languages are active and that speakerssehwhich language will be
the selected language for speech output, whiletiher language remains active.
This in return supports my assumption stated ablmaeactivation is parallel and
cascading, rather than discrete.

Speakers use specific criteria to make their clsoicdanguage. According
to Meuter (2009), multilingual speakers strive todgoptimizing their language
performance and increasing efficiency continuouglguter (2009) also suggests
that environmental cues are taken into considaratiben negotiating language
selection. Allen et al. (2009) observed that moserted English nouns in code-
mixed utterances have a commonly used Inuktitutivedgnt and are not
restricted to loan words. The authors also noted e Inuktitut equivalent is
typically more awkward than the monomorphemic Estglierm, while inserted
verbs are typically simple English verb roots. Thidicates that — in
incorporations — bilingual speakers, in order tdirojze their performance,
intentionally choose an English base to avoid litukéequivalents.

It follows that speakers not only choose one orditeer language, but also
particular elements of either language when codéngi Winford (2009) uses an
expanded psycholinguistic model to investigate dgi processes of language
contact and bilingual speech. The model is basetlemelt’'s (1993) spreading
activation model and adapted by de Bot (1992, 2@01account for bilingual
speech production. Significantly, the FORMULATOR {exical stage) is split
into two ‘aspects’: the lexical selection drawimgrh lemmas in the lexicon, and
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the phonological encoding drawing from lexemes @rdvforms from the
lexicon. | conceptualize matching lemmas and le)emerepresent two aspects
of the same ‘instance’ of a language item, like tgides of the same coin.
Winford suggests that “substitution [of an elemainbne language by an element
of another language] may be triggered by the fzat the lexemes in question are
associated with the same semantic content, in etbeds, their lemmas overlap
at the level of semantic form” (p. 296). Applied tfue case of English base
incorporations, an English lexeme is matched withnaktitut lemma.

To review, the speech production process suggdstddcilitate English
base incorporations so far is based on a spreadingation model. Starting with
preverbal messages, representations spread ircadaag fashion. Depending on
the speaker’s intention and choice, one of thelamguages activated is selected
for speech output, while both languages contingowsin be more or less
activated relative to the other language. Subatitstmay occur by matching the
lemma of the selected language with the word forfimthe language more
activated (relative to the other). The final pigceintegrate is the speakers’
morphological base awareness. More specificallyy lkan we conceptualize
speakers’ apparent knowledge about the requirentérasbase in first position
before an Inuktitut light verb? The proposal disagsin the next section draws
on the idea of relational morphology and suggdsts, in the bilingual lexicon,
lemmas and lexemes of both languages form relations

6 Relational spreading between lemmas and lexemes

As discussed earlier, the general assumption ighbkebase of the Inuktitut word
is strictly required. Actual utterances from Intiktispeakers suggest, however,
that the base can be omitted, as long as the remastructure does not begin
with what appears to be a light verb. Before lightbs, the incorporation of a
base is required and does not appear to be restiictnominals. In code-mixed
speech, Inuktitut appears to allow for incorpomgioof English bases into
Inuktitut verbal affixes. From these observationgrgue that, at least with
incorporations, the requirement that the left-mpesition be filled with an
element that qualifies as a base does not resdasively within the base itself,
but is an inherent property of the badserelation to the occurrence of a light
verb.

This proposition is in line with the concept of dient morphology, as
discussed by Hay & Baayen (2005). Hay & Baayen hewéewed research
supporting the notion that relations between pelgsients are more important
than parts/elements by themselves. The specifitioel between bases and light
verbs results in the required incorporation of seb@ot restricted to nominals or
Inuktitut elements) into a light verb. The conceptgradient morphology also
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agrees largely with Blevins’ word-based morphol¢2§06), which proposes that
grammatical patterns, including their inherent tiefes, reside in actual word

forms and that exemplary paradigms and principht ipaentories contain word

forms. According to Blevins, the paradigms and @gles are not minimal in the

sense that they are separable from the actual feonl The requirement for a

base to fill the left-most position is not sepaeafbbm either the base or the light
verb, but resides in the actual word-form, i.e.itterporation.

Relational and word-based approaches assume sormeofsdull-form
storage or permanent lexical units. | suggest tiratnotion of relation can be
extended and applied to the concept of lemmas exwairies via the approach of
relational spreading If we assume that spreading activation is casca¢iand
possibly fed forward and backward), we can suggeat spreading occurs
relationally between representations, includingmeein lemmas and lexemes,
and across languages. In the monolingual lexieemyras will always match up
with the word form of one language, effectively paging Blevins’ word-based
morphology. In the bilingual lexicon, where botmdaages are activated in
parallel, we can assume that relations will forween lemmas and lexemes of
both languages.

Not all lemmas and lexemes can form relations thpag the possibility of
actual relations to occur is rooted in the patt&fs language. Depending on the
language selected for speech output and the amfiiahguage (relative to the
second language), certain relations become avaifablspeakers to intentionally
choose from. In the situation where Inuktitut i¢ested, these relations include
morphological knowledge that Inuktitut light verbequire a base to be
incorporated and that the choice of base is noitdonacross categories or
languages. Other relations contain the morpholbdinawledge that only an
Inuktitut light verb can be a verbal affix incorpting a base.

The result of matches between lemmas and lexemes retwork of
relations across languages. If we isolate the pmations in the previously
discussed data examples in (7) and (10), this @arfobmalized as follows
(referring back to the metaphor that a lemma ardne constitute two sides of
one coin, the symbol '+’ represents where a lemnthalexeme match; arrows
indicate possible relations; the respective langusagn subscript):

(16)

lemmaBASE + lexemMeBASE kit | € |1EMMAIGHT V + leXemeLIGHT V kit
uattiaru -u
a.little.while.ago -be

(17)
lemmaBASE + lexemeNOUN gngis| €| lemmaliGHT v + lexemeLIGHT V yuid
goalie -u
-be

Working Papers of the Linguistics Circle of the nsity of Victoria20, 1-15
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The allowed matching of the respective lemmas amdrhes is reflected in the
relation between the light verb and the base. EnamlaLIGHT VERB matched
with the lexemeLIGHT VERB it iN (16) relates to the lemmeaseE matched
with the lexemeBASE kit just as well as it relates to the lemsresE matched
with the lexemeNOUN gqgish I (17). For the left-most position to be filletthe
light verb is not limited to incorporating a nomirga an Inuktitut element. That
is, in (16) the particleuattiaru’ is incorporated while in (17) the English word
‘goalie’ is. On the other hand, the speech of pilial Inuktitut—-English speakers
reveals that the Inuktitut light verb is never ez@ld by an English element. This
means that the lemmaGHT VERB does not appear to match with any form of
lexemeVERB gngisn With no substitutions in the form of *lemmaGHT VERB
matched with a lexemeERB gngiisn €XiSting, No subsequent relations are formed
with a lemmaBASE matched with a lexenm®ASE jnukiwt OF IEXEMEBASE gngjish

7 Conclusion

Observations of incorporated English elements intdtitut verbal affixes have
prompted this investigation into the morphologiGalareness of bilingual
speakers. From a psycholinguistic perspective aated in the theoretical
framework of relational morphology, | have propodédt through cascading
spreading activation, aelational spreading the lemmas and lexemes of both
languages form relations across languages, andhbsg relations are available
to speakers to make choices in language use whilroixing. Empirical testing
in a psycholinguistic setting is needed next tcald&h the validity of this
proposal for further theoretical exploration.
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Appendix A

All data are represented in the standard Engliphaddet, except ‘& —

voiceless, lateral fricative

1s ‘first pers. singular’

1D first pers. dual’

1p ‘first pers. plural’

1PS  ‘first pers. plural subject’
1sS  ‘first pers. singulasubject’
2sS  ‘secondpers.singularsubject’
2DS  ‘secondpers.dualsubject’
2sO  ‘secondpers.singularobject’
3s ‘third pers.singular’

3sS  ‘third pers.singularsubject’
3PS ‘third pers pluralsubject’
3sO  ‘third pers.singualrobject’
SG ‘singular’

S ‘subject’

O ‘object’

ABS ‘absolutive case’

ALL  ‘alliative case’

APPOS ‘appositional mood’

CAUS ‘causalismood’

CTG ‘contingentverbalmodality’
ERG ‘ergativecase’

EXPL ‘expletive’

FUT  ‘future’

IMP  ‘imperativeverbalmodalis’
INTER ‘interrogativeverbalmodalis’
INTR ‘intransitive;singleargument
MOD ‘modaliscase’

NEG ‘negation’

PAR ‘participativeverbalmodalis’
POL ‘politenesgnarker’

POSS ‘possessive’

PRS ‘presentense’

TERM ‘terminalis’

Vi ‘transitiveverb’

Vi ‘intransitive verb’

ZBASE ‘zero base’
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Fixed segmentism and plural infixation
in Nuucaan'ul

Mike Anthony
University of Victoria
mda@uvic.ca

This paper provides an argument for the superioafyprosodic
approaches to morphological analysis, particul@ptimality Theory,
over and against linear approaches characterized thg
uninterruptibility criterion of word-hood and the Id®mfieldian
conception of the morpheme as a minimal meaningfumit.
Specifically, this paper examines three casesxefdfisegmentism and
two cases of plural infixation from the Southernkashan language of
Nuuwcaan'd that prove difficult to reconcile with the lineapproach so
construed. Developing two alternative OT analysekiciv rank
constraints of syllable and foot alignment over toerespondence of
input and output segments (characteristic of théntarruptibility
criterion), this paper demonstrates the comparatiweess of the OT
approach in both predicting and explaining thegratt present in these
problematic datasets in terms of the prosodic vebiduucaan'd.

1 Introduction

This paper examines the implications of Naan'd infixation and fixed
segmentism for the concept of the morpheme, thedwand morphological
analysis. Specifically, this paper demonstrates timse processes challenge two
presuppositions of the linear approach to morpholeg concatenative approach
broadly characterized by a Bloomfieldian conceptminthe morpheme as a
minimal meaningful unit and an adherence to theteniuptibility criterion of
word-hood (Bloomfield, 1935). While Bloomfield ckisally defines the
morpheme as an irreducibly meaningful segment bossegments that feature
prominently in the derivation of a word, cases @fed segmentism in
Nuuaan'd, specifically in repetitive suffix-triggered redigation (data sets (1),
(2), and (3) in the second section of this papehngllenge this concept by
providing instances of empty formal units that bhehike morphemes in terms
of derivation, yet do not contribute to the meanin§ the word. The
uninterruptibility criterion of word-hood holds thain order for a group of
segments to constitute a word, extraneous segnoamisot be introduced that
interrupt this group of segments (Bauer, 2003, $-49. This criterion is too
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strict, however, and it is difficult to reconcileinterruptibility with cases of
infixation in Nuwaan'd (data sets (4) and (5)).

This paper argues that an approach to morphologitalysis that operates
on a prosodic model of word-hood (McCarthy, JJ. @&née, A.S., 1986, 1993,
1995a, 1999) is preferable to the linear approachthe grounds that it can
account for the patterns that emerge in theddan'd data sets. The analysis is
couched within Optimality Theory (hereafter abbag¢ed OT; see Prince and
Smolensky, 1993). OT conceives of grammar in teaihsanked and violable
constraints on well-formedness. GEN, an operatighinva grammar, generates
a number of candidate forms which are then evailubtethe EVAL operation
and ruled out to the extent that a candidate \@slat higher ranked constraint of
markedness (the degree to which a structure iscepéable) or faithfulness (the
degree to which the segments of the output streatarrespond to the input)(see
McCarthy, J.J. (1994), McCarthy, J.J. & Prince, AB®95a), McCarthy, J.J. &
Prince, A.S. (1995b) for further discussion of @mlity Theory). To this end,
this paper will provide two novel OT analyses afrgl infixation that draw from
a formal analysis of the templates for the redapive segment and plural infix
patterns, and a proposed hierarchy of well-fornesdrconstraints for Ngaan'd
to argue for the superiority of a prosodic approcmorphology over the linear
(Stonham, 2004, and Kim, 2003).

Before engaging in this project, it is worthwhile fay out genetic and
geographical information about Ntaan'd, as well as provide an overview of
the morphological processes found in the languaigle specific focus on the
processes of fixed segmentism and infixation exarhin this paper.

1.1 Genetic information and morphological processes

Nuwaan'd is a member of the Southern Wakashan branch oMh&ashan
language family, related to Makah and Ditidaht (Ki®003, p. 1) The
traditional term for the language is “t'aat'aag$ampe&aning 'speaking true or
straight’; Nudaan'd itself means ‘all along the mountains and sea'fhax at
least fifteen dialects spread along the WestermstooaVancouver Island, from
Brooke's Peninsula to Barkley Sound (Stonham, 20040). It is an endangered
polysynthetic language spoken by 150 to 200 speakém, 2003, p. 1). ltis a
morphologically complex language featuring suffigaf both partial and double
reduplication, infixation, clitics, and incorporati. Interestingly, Nutaan'd
prohibits compounding (Nakayama, 2001).

! The political term 'Nuuchahnulth' includes theidiht people, while the linguistic term
excludes the Ditidaht language.
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As an agglutinative language, N@an'd has a considerable number of
suffixes, which can express grammatical featuresooicrete lexical meanings.
Nuutaan'd has over four hundred of these lexical suffixeakama, 2001, p.
18). Prefixes are formed by reduplication, whiclews in a variety of patterns —
CVV, CVc, CVt, CW patterns. Reduplication can be of full syllablesjolve
vowel-shortening, or be accompanied by lengtheamgvell (Kim, 2003, p. 182
& p. 195). Although Nutiaan'd does not prohibit open syllables, Kim provides
evidence to suggest that there is a violable caimstragainst codas in
reduplicants (Kim, 2003, p.202). Many cases of pdidation are triggered by
somatic body part suffixes or activity suffixes.hét reduplicants can express
aspect, plurality, as well as derivational meaningsuble reduplication can
occur in certain contexts, namely, when both areetsl or derivational suffix
and an inflectional suffix (e.g. the plural or disttive in Nuwaan'd) require
reduplication (Kim, 2003, p. 6, 176). In all oth@rvironments, if two suffixes or
inflections require reduplication, it is satisfiey a single reduplicant.

Nuuwaan'd has been characterized as a polysynthetic langhagieelies on
lexical or syntactic incorporation rather than caompding. These lexical
incorporations can have idiosyncratic meanings.r&hee also a number of
clitics and enclitics in Nutaan'd that can attach to most syntactic units. In the
literature, there are a number of interesting dqoestopen for investigations,
such as what criteria distinguishes lexical fronmtagtical incorporation, and
whether or not the system of inflection as a whelk form of clisis.

1.2 Overview of the data

The following data set presents five patterns dikation in Nuwaan'd.
The first three sets demonstrate the concept @&dfisegmentism, providing
instances where some default segment always accoespa process of
reduplication in order to avoid the emergence afnarked structure, which
violates the preferred syllable structure of thespdic word (see Alderete, J., et
al. (1999) for a discussion of fixed segmentism)e Tinal two sets (4) and (5)
are morphologically conditioned infixes marking nallity (see Broselow E. and
McCarthy J. (1984) for a discussion of templatiixation).

2 Data
2.1 Phonologically-conditioned fixed segmentism

The -7- segment in (1) is the most common form of fixed nsegtism in
Nuuwaan'd, co-occurring with the repetitive and durative exdp triggered
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reduplication of open monosyllabic bases. Note ihathe data below, this
prefixing reduplication also lengthens the base @gy. The-i-segment seems
prespecified to occupy the coda position of theuptidant, possibly in order to
satisfy phonological restrictions on the syllabteusture of Nudaan'd. Kim

suggests that this form emerges from the intenactietween a faithfulness,
alignment, and complex coda constraints. Latetia paper, | draw from this
suggestion to provide an OT analysis of this phesran (Kim, 2003, p. 221).

(1) -J- Fixed Segmentisfn

a. _tiktiiya b. giiigiiya
DUP- -%- ti  -(y)a DUP- 4 ¢ii  -(y)a
REP- [@] rub -DUR REP- 4] pull -DUR
‘rubbing’ ‘pulling’

c. _Kiizk"iya d. _pampaaya
DUP- 4- K'i -(y)a DUP- %- pa -(y)a
REP- [g] file -DUR REP-[g] give potlatch gift -DUR
filing’ ‘potlatching’

The -c- segment in (2) is a relatively rare allomorph leé t7- infix noted
above. Stonham suggests that the conditioning fadtmat license the choice
between theZ- and the-c- allomorphs are unclear, given that both occuhm t
environment of prefixed reduplication on open matiabic roots (Stonham,
2004). Examples (2a) through (c) illustrate thimikirity in distribution, though
(a) and (b) provide evidence to suggest that thexrten of the-c- segment is
conditioned by dissimilation on the grounds thas ttegment always and only
precedes a lateral affricate (Kim, 2003, p. 215).

(2) -c- Infixation:
a. Lliickiiya b. Zaaiaaya
DUP- -c- &1 -(y)a DUP- -c- 2a -(yya
REP- ] shoot -DUR REP- g drive wedge -DUR
‘shooting’ ‘wedge driving’
c, _haehuua
DUP- -c- hawit -(y)a

REP- p] display wealth -DUR
'displaying wealth'

2 Unless otherwise stated, all data cited from (Saom, 2004).
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2.2 Derivation-triggered fixed segmentism

Certain derivational suffixes trigger reduplicationa manner very similar to the
cases examined in (2), and likewise require thespeeified of a-c- segment.
Three examples are given below, two of which ((bYl &c)) also involve a
separate process of lengthening.

3) -c- infix triggered by derivational suffixes:

a. ric?inksawi?ak maamaati
DUP- -c- ?ink" -sawk' -'a maamaati
SUF- [g] fire -ineye -TEMP bird
‘the birds were blinded by the fires’

b. 2uuc?uksuptaakai
DUP- -c- ?u -suptaa -4
SUF- [g] REF -compete (in) -TEMP
‘each tries to be the first to’

c. 2uuc?uumahsaqbi
DUP- -c- ?u ma  -hsa -(Q)h ?F
SUF- [g] REF -asfar -atthe brinkfW =DEF
‘sit at the very edge of the bluff’

2.3 Consequences of fixed segmentism

Bloomfield (1935) defines a morpheme as a "minimedaningful unit.” The
above examples (1-3) feature segments, eitberr -71-, which behave like
morphemes yet do not contribute to the meaning hef word. How can
concatenative approaches to morphology accounttifiese seemingly empty
morphemes? In order to account for the behaviosegfments that feature in the
derivation of a word yet do not contribute to therds meaning, theorists have
proposed both the concept of the morphome and dheept of the formative.
The term morphome is meant to stand for a familynofphemes sharing either
meaning or the same formal segments (Bauer, 2008%). Formatives, on the
other hand, are solely formal units featuring in\dgion that nevertheless do not
correspond to a morph (Bauer, 2003 p. 330). Suppgdbkit we grant the validity
of these concepts, they do not, in themselves,igoan explanation for why
these formatives or morphomes are distributed émtlanner they are in the data
cited above. Before contrasting the merits of thmseepts against OT, it will be
worthwhile to broaden the data set to include casktsnorphologically-
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conditioned infixation that challenge the unintgtiility criterion of word-
hood.

2.4 Morphologically-conditioned infixation

The-t- infix in (4) marks the plural, and attaches to tloela of the first syllable
of a stem of at least two syllables. The firstalyle must contain a long vowel, or
else it is lengthened (a-d are cases of lengtggnkurther, thet- plural only
occurs when the first syllable is open, and the@seésyllable has a sonorant for
an onset (in (4)-(a) this sonorant is/jvin (b) A/, in (c) A/ and in (d) ?/).

(4) -t- plural infixation:

a. naavaaya®i
nawas -t- -'as ]
sitidly chatting -PL- -outside =DEF
‘those who were sitting outside watching’

b. habviigihga
haviigx -t- -(qQh -ga
hungry -PL- -MW -3.SUB
‘they are eating hungrily’

c. tame?is
tana -t- 2is
child -PL- -DIM
‘several children’

d. hatum
haeum -t-
food -PL-
‘(every kind of) fish’

The-y- infix in (5) is in complementary distribution withe-t- infix in (4).
The-y- infix occurs as the onset of the second syllable stem composed of at
least two syllables. It often occurs between twareig, and is selected for when
the consonant following the first syllable's nudés an obstruent. (In 5(a) this
obstruent is /p/, in (b) /x/, in (c) /s/ and in (&}).
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(5) -y- plural infixation:

a. cayaapac b.  ¢gaaxukéapac
capac -y- caaxuk -y- c¢apac
canoe  -PL- swift  -PL- canoe
‘canoes’ ‘swift canoes’

C. m#aasgim d. Sad'aga
masim -y- Sl -y- -'aga
commoner -PL- move house -PL-evesal doing
‘commoners’ ‘you're all moving’

2.5 Consequences of the plural infix

The plural infix in these cases presents an instafi@ meaningful segment that
nevertheless violates the criterion of unintertoipity for word-hood. Bauer
defines uninterruptibility as the condition thatxti@neous material cannot be
introduced into the middle of a word-form” (Bau203, p. 63). In each of the
above cases, however, the plural infix has inteediphe base form. However, in
order to justify the intuition that the form theupdl infix interrupts is a genuine
word we must adjust our conception of word-hoodthi following discussion, |
argue that the conditions for word-hood in Naan'd and the processes of
infixation and fixed segmentism are better undedtin prosodic terms, that is,
in terms of ranked wellformedness, markednessnidént and faithfulness
constraints.

3  Discussion
3.1 Prosodic templates

The fixed segments in (1-3), in conjunction witk ttases of plural infixation in
(4) and (5), suggest that a prosodic model of warde is more applicable to
Nuwaan'd. That is, a model where word-forms are undersindérms of ideal
syllable and foot shapes, marked structures anldffitness constraints. A quick
examination of the data suggests that both theptedtion-triggered segments
and the plural infixation align to the right of thrétial syllable of the iambic foot.
Stonham (2004) suggests that tte infix must be understood templatically,
given that it always co-occurs with lengthening atthches as a coda to the
initial syllable (p. 188). Nonetheless, this acdodoes not sufficiently capture
the distribution of the-y- infix. For this case, Stonham (2004) proposes a
template in which they- infix inserts to the right of a monosyllabic roott
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transforms this into a bi-syllabic foot (p. 193Yosham (2004) further argues
that the-y- infix is attached as the onset of this lengthesecbnd syllable (p.

193-4). To demonstrate the virtues of this prosagisroach to word-hood over
and above the linear approach, the next subseofithis paper generates two
OT analyses that serve to explain the emergenStooham'’s templates.

3.2 Optimality Theory analyses

Drawing from Prince and Smolensky (1993), and M¢@Ga& Prince (1995a, b)

| present two OT analyses of the plural infixesuasiag the templates proposed
by Stonham (2004). It is the main contention o$ thé&per that OT can correctly
predict the form of the plural infixation while thBnear approach to
morphology, albeit bolstered by adding the notibfoomatives and morphomes
to its conceptual repertoire, cannot. Insofar assqiic approaches can better
explain the phenomena in question, they are ta&keped.

In the following tableaux, ¥ — V: is an abbreviation for a family of
constraints that ban a short vowel in initial positof plural words, Align-Right-
1Syl is the constraint which holds that any infixush align to the right of the
first syllable in the foot, Align-Left-?Syll is the alignment constraint which
holds that the infix must align to the left of teecond syllable in the foot, and
IO-DEP (input-output dependence) is a faithfulness cairgtthat bans insertion:
every element of the output must have a correspunie the input (See
McCarthy and Prince, 1995, p. 370). For the purposk demonstrating the
superiority of the prosodic word model, | take tegnment constraints to be
exemplary of the constraints suggested by conagivinthe word in a manner
informed by direct acquaintance with the prefersglible and foot structure of
the language. Furthermore, | take 1@fto be a constraint that expresses the
uninterruptibility criterion of word-hood. As a kfi summary, in OT, the GEN
operation creates a host of candidate word-foristed below as (a) through (d).
Once the constraints are ranked, the EVAL operatiem evaluates candidates
according to the constraint hierarchy; word forrhattviolate higher ranked
constraints are eliminated in favour of those whidblate lower ranked
constraints. Although other theorists support tkings | have proposed below,
I have placed IO-BP lower than the Alignment constraint on the hypsthehat
the prosodic word model can better account forattteal patterning found in the
language. This hypothesis appears confirmed intabiau below. Should we
follow the linear approach, the best candidate @dd the unacceptable forms
*ha?umtand *apag@. Ranking prosodic concerns over interruptibilitpwever,
yields the desired results.
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Tableau 1:t- infix

Vi—V: Align-Right-1°Syll |0-DEP
a. = haaPum **
b. haatum *| *x
C. haum *1 *
d. haumt *| .
Tableau 2:y- infix

V,— V: Align-Left-2"'Syll |O-DEP
a. = cCayaapac ok
b. Caaypac *| * *xx
C. cayapac *1 * xx
d. capay *| *

4 Conclusion

In this paper, | have shown that the fixed segmemtand plural infixes of
Nuutaan'd provide important cases in which prosodic appreacho
morphology, in this case exemplified by Optimalityeory, are met with a much
greater degree of success than the traditionaadia@proach to the problems
presented in this data set. | have presented sufipothe conclusion that the
fixed segments (1), (2) and (3) are best accoufedas units required to
complete the well-formed prosodic word structureNofaan'd, and that this
template for the desired word structure can alsowat for the examples of the

plural infix in (4) and (5).
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Vowel epenthesisin Bengali:
An Optimality Theory analysis
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This paper examines the occurrence of epenthetieiobefore and
between the initial consonant clusters in Bengadia&kers of English,
and provides an Optimality Theory (OT) analysisatttount for this
phenomenon. Native Bengali words disallow initiehsonant clusters,
and many word-initial consonant clusters in loarrdgoare simplified
according to these phonotactics. The maximum dSgllakructure is
CVC in Bengali and speakers often carry this restm over to loan
words. For example, geram (CV.CVC) instead of g(@@VC) for the
Sanskrit loan word "village", or iskul (VC.CVC) itead of skul
(CCVCQ) for the English word "school" (Kar, 2009). argue that in
rising sonority clusters, a vowel is inserted betwéhe two consonants
and in falling sonority clusters (i.e., [s]-stopusiers) the vowel is
inserted before the consonant cluster. | also éxjleat the sonority
sequencing constraint SYLLABLE CONTACT treats [8)s clusters
differently from obstruent-sonorant clusters, ante t differing
epenthesis pattern can be explained properlyisfébnsidered an effect
of SYLLABLE CONTACT - the preference of sonority fall across a
syllable boundary, which was proposed by Murray afehneman
(1983) and also supported by Gouskova (2001). Wéthleaux, |
demonstrate that the epenthesis in consonant @duisteaused by the
prohibition on consonant clusters in Bengali angl $ite of epenthesis
is determined by SYLLABLE CONTACT (Gouskova, 2001)also
demonstrate that the constraint that prefers epsistthefore the [s]-
stop cluster is CONTIG-IO (Kager, 1999). Furthermdrpropose that
apart from SYLLABLE CONTACT, two other constraint©O and
*OR can also account for the vowel epenthesis ingaé.

1 I ntroduction

In this paper, | examine the occurrence of epeittivetvels before and between
the initial consonant clusters in Bengali speal@r€nglish. Native Bengali
words disallow initial consonant clusters and mamgrd-initial consonantal
clusters in loan words are simplified according tteese phonotactics. The
maximum syllabic structure is CVC and speakersnofi&@ry this restriction over
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to loan words. For examplgeram(CV.CVC) instead ofjram (CCVC) for the
Sanskrit loan word "village" oiskul (VC.CVC) instead ofkul (CCVC) for the
English word "school" (Kar, 2009). drgue that this epenthesis is sensitive to
sonority. Clusters that rise in sonority are brokemn by an epenthetic
vowel, and clusters that fall in sonority are regsdl by placing an
epenthetic vowel before the cluster. In additionfind that obstruent
clusters involving [s] pattern differently from dhsent-sonorant clusters.
The structure of the paper is as follows. Firgtrdsent notable features
of Bengali language and two sets of data for twaweloepenthesis patterns in
Bengali. | then provide an analysis of the datahinitthe framework of
Optimality Theory (Prince and Smolensky, 1993).aHin | demonstrate the
constraints in tableaux and present my alternatinadysis and conclusion.

2  Notablefeatures of Bengali

Bengali is an eastern Indo-European language vpgroximately 211 million
speakers in Bangladesh and the Indian state of Bésjal. Bengali emerged as
a new Indo-Aryan language by 900-1000 AD throughyatkni Apabrangsa and
Abahatta, two stages of Magadhi Prakrit (600 BC08 BD), along with two
other Indo-Aryan languages, Oriya and Assamese t{&fia 1926). Until the
14th century, there was little linguistic differenloetween Bengali and Assamese.
Bengali has two literary styles: one is calleadhubhasdelegant language) and
the otherChaltibhasa(current language). The former is the traditioliglrary
style based on Middle Bengali of the sixteenth agntwhile the later is a 20th
century creation and is based on the speech ofagztliqpeople in Calcutta
(Sahidullah, 1965). The differences between the $iybes are not huge and
involve mainly forms of pronouns and verb conjugasi (Sahidullah, 1965).

The Bengali alphabet is a syllabic alphabet in Whionsonants all have an
inherent vowel. Vowels can be written as indepehdetters, or by using a
variety of diacritical marks which are written aleowbelow, before or after the
consonant they belong to. Word order in BengaliS®BV (Kar, 2009), for
exampleami (1) bhat (rice) khai (eatinstead of “I eat rice” in English.

3 Theproblem and related data

The restrictions on word-initial consonant clustersative Bengali carry over to
the pronunciation of English words by Bengali spgakearning English as a
foreign language. These learners use a strategpwél epenthesis to break up
initial consonant clusters.
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Sometimes vowel epenthesis occurs between the twgooants of the
consonant clusters. For example:

(1) ENGLISH BENGALI
a. Front: /fant/ [farant/
b. Flat: [flaet/ /Blaet/
c. Cream: /krim/ [&rim/
d. Group: /grup/ lgrup/
e. Floor: [flor/ [falor/

(adapted from Islam, 2004)

In some cases epenthesis occurs before the imtakonant clusters. For
example:

(2) ENGLISH BENGALI
a. Special: /'spd/ hispalall
b. Spain: [/'spm/ hspean/
c. Station: /'stdn/ kstdon/
d. School: /sku:l/ iskul/

(adapted from Islam, 2004)

But, when a consonant cluster occurs between tweel epenthesis
does not occur. For example:

3
a. Astonish: éstonif/
b. Continue: /kntinyu/
c. Monday: /mnde/
d. April lexpral/
(data source: author)
4  Analysis

The data sets in section 3 illustrate two differgtraitegies to break the consonant
clusters. When the words start with obstruent asmant, the vowel insertion
occurs in between obstruent and resonant. And whenwords start with
obstruent [s] followed by a stop, then epenthesisurs word initially. In this
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section an analysis of the place of epenthetic Vowal be considered for
analysis within the framework of Optimality ThediicCarthy & Prince 1993;
Prince & Smolensky, 1993).

In the Optimality Theory (henceforth OT) structytgonological constraints
are ranked and violable (Prince & Smolensky, 1993)ese constraints are
minimally violated by potential surface forms (pibés set of candidates) and the
one which violates the lowest ranked constraintaswiThe seriousness of a
violation depends on the hierarchies of constraamid the violations of higher-
ranked constraints are most serious. There are types of constraints:
markedness and faithfulness constraints (Prince &ol8nsky, 1993).
Markedness constraints enforce well-formedness t@f butput candidate,
prohibiting structures that are difficult to produor comprehend, such as
consonant clusters (Prince & Smolensky, 1993). & lwesistraints usually impose
restrictions on the occurrence of certain segméikamples of such markedness
constraint are: syllables must not have codas (ND&Q syllables must have
onsets (ONSET); and obstruents must not be voite¢®®BS) (Kar, 2009).
Faithfulness constraints, on the other hand, imgaosdarity between input and
output. For instance, all morphosyntactic featureghe input to be overtly
realized in the output (Kar, 2009). Some of thehfainess constraints are: the
output must present all segments present in thetigpEP-IO); elements
adjacent in the input must be adjacent in the aW@ONTIGUITY); and input
segments must have counterparts in the output (N@XXKar, 2009).

The data in (1) and in (2) illustrate that thereaigestriction against word
initial consonant clusters and there is a diffelgmenthesis site for [s]-obstruent
clusters. This kind of restriction can be tranglaieto an OT constraint. The
constraint is called *Cgys, which assigns a violation mark to words with
consonant clusters (Kager, 1999). For example,utsitiike ‘special’ or ‘front’
will not be allowed. An output with word-initialowel epenthesis to break the
consonant cluster is a possible solution. For exarigpelal/. Another solution
is output with vowel epenthesis between consonahthe initial cluster. For
example: frant/. But these will be possible only at the coswimiation of the
faithfulness constraint DEP-IO, which assigns dation mark to words with
epenthetic vowels. Other possible solutions (gigrample inputs /splkal / and
[frant/) are shown overleaf.

! The epenthetic vowel, | argue, is a central sclikeavowel and this schwa can take
colour from surrounding segments. But the analg$ithe quality or different kinds of
vowel is beyond the scope of this paper.
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Solutions: Possible output candidates:
Do nothing (retain 2 adjacent obst. clusters) Ises: [fr ant]

Appear with one deleted segment 1fp8 & [fant]
Candidates: Violations:

[spalal] & [fr ant] *CCons

[per/al] & [fant] MAX-1O

The constraint MAX-IO assigns a violation mark tords with deleted segments
(Kager, 1999). Therefore, outputs like figd and [fnt] with one deleted
obstruent will be violations of MAX-IO. The conaints, as we see so far, for
Bengali data are®CCons, DEP-IO and MAX-IO.

There is an interesting difference in the typesafsonants involved in the
kinds of consonant clusters which get broken upnbgrnal epenthesis, versus
the kinds of consonant clusters which get resolwethitial epenthesis. The first
type involves sonorant and obstruent segments hadsécond type involves
obstruents, specifically [s] followed by a stop.eTtifferent epenthesis process
for ‘[s]-stop’ clusters can be explained by thetfamhich Gouskova (2001)
correctly observed, that a sonority sequencing tcains such as SYLLABLE
CONTACT treats ‘[s]-stop’ clusters differently froobstruent-sonorant clusters.
According to Gouskova (2001), the split epenthgmstern (also evident in
Hindi, Sinhalese, Wolof and Uyghur) can be expldipeoperly if it is considered
an effect of SYLLABLECONTACT-the preference of sonority to fall across a
syllable boundary, proposed by Murray & Vennema®8@). The epenthesis in
consonant clusters is caused by the prohibitioc@rsonant clusters in Bengali
but the site of epenthesis is determined by SYLLERLONTACT (Gouskova,
2001). Vowel epenthesis occurs before the clustemever the first consonant is
of higher sonority than the second consonant (spgfal~> 1spefal) and on the
other hand, the epenthesis is inside the two initbasonants whenever the first
consonant is of lower sonority than the second @aast (e.g., ftnt> forant).

The constraint that prefers epenthesis before limter is CONTIGUITY-
IO (Kager, 1999). This constraint ensures the dyemig before the consonants in
[s]-obstruent clusters when SYLLABLEONTACT is not at stake. So, the
candidates fpalal], [forant] and pfrant] will have the following violations:

Candidates: Vioaltions:
[spalal] and [Brant] CONTIG-IO & DEP-IO
[ofrant] SYLLABLECONTACT

While the candidatesfrant] will have the violation of SYLLABLECONTACT,
the candidater§palal] will not violate this constraint.
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4.1 Constraint definitions

*CCons: No consonant cluster in the on
MAX-IO: Input segments must have output corresponc
(No deletion).
DEF-IO: No epenthes.
CONTIGUITY-IO: No medial penthesis or deletion of segm
SYLLABLE CONTACT: Sonority must not rise across a syllable boun:
(Murray & Vennman, 1983; Gouskova, 2001).

4.2 Crucial ranking

The markedness constraint needs to be cruciallkedahigher than faithfulness
constraint to select an optimal candidate whichashan alternation over other
possible candidates which do not. The optimal aiatdiwill violate faithfulness
constraints, therefore DEP-IO needs to be rankesrdhan *CGys to allow
epenthesis. This faithfulness constraint DEP-I@rigially rankedto select the
optimal candidate. Another faithfulness constr@@NTIG-10 also needs to be
ranked lower than *Cgys and SYLLABLECONTACT to determine the optimal
candidate. The markedness constraint SYLLABCONTACT needs to be
ranked above CONTIG-IO to ensure the epenthess Baithfulness constraint
MAX-IO needs to be ranked above DEP-IO and CONT@GEsbUt below *CGys
to account for the optimal candidate. But the aaists MAX-IO and
SYLLABLE CONTACT? are not crucially ranked with respect to each otSe,
the ranking of the constraints to account for tleadali data is as follows in (4):

(4)
*CCons>>SYLLABLE CONTACT,MAX-10>> CONTIG-I0>>DEP-IO.

2 As it represents the crucial ranking, it needseadndicated with solid lines in tableaux.
¥ MAX-10 and SYLLABLE CONTACT can be kept in dashed lines as the ordéneif
ranking would provide the same result.
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4.3 Tableaux

Tableau 1

[frant/ *CCons SYLLABLE ! MAX- CONTIG-IO | DEP-
CONTACT ' 10 10

a.= forant ' * *

b. ofrant *| ] *

C. fant *| :

d. fint 1 *|

In Tableau 1, candidate (apffnt] is the winning candidate because, although it
violates two lower ranked constraints CONTIG-IO ab&P-l1O, it satisfies
higher ranked constraints. Candidate @fjant] violates lower ranked candidate
DEP-IO but gets ruled out for violating higher radkconstraint SYLLABLE
CONTACT. Candidate (c) [fmnt] loses for violating the higher ranked
constraints*CGys The last candidate (d)ffit] also loses for violating MAX-10,

a higher ranked constraint.

Tableau 2

/spefal/ *CCons SYLLABLE | MAX- CONTIG-IO | DEP-
CONTACT ' 10 10

a.= 1spalal I *

b. spelal \ *| *

c. spdal *| |

d. péal L

In Tableau 2, candidate (aspelal] is the winning candidate because it has no
fatal violation. Although it violates the lower teed constraints DEP-IO, it
satisfies the higher ranked constraints. Candiggtgsipelal] violates CONTIG-

IO and DEP-IO but gets ruled out for violating higinked constraint CONTIG-
|0. Candidate (c) [spkal] violates the highest ranking constraint *&¢ and
thus gets ruled out. The last candidate (dj/ffleviolates only MAX-1O but gets
ruled out for violating this constraint as thisalso a higher ranked constraint.
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5 Alternative analysis

As an alternative analysis, | propose that, apamfSYLLABLE CONTACT,
two other constraints *O0 and *GRan also be used to account for the vowel
epenthesis in Bengali. The constraint *OO does albdw two adjacent
obstruents in a word, i.e., /sfs/ will not be allowed. The other constraint *OR
does not allow obstruents followed by a resonart word, therefore /&nt/ will

not be allowed. It is noteworthy that, CONTIG-IO lmalso be required to
account for the different vowel epenthesis processthis constraint prefers
epenthesis before the consonant clusters (i.eobfsffuent clusters) (Gouskova,
2001). The ranking of the constraint will make stirat the optimal candidates
win. The constraints used in the alternative amslge defined as follows:

*O0: Two adjacent obstruents are not allowed in av
*OR: Obstruents followed by resonants are not alloweslirord
CONTIG-1I0: No medial epenthesis or deletion of segn
*CCons:  No consonant cluster in the on
MAX-IO: Inputsegments must have output correspondents (noatel
DEF-IO: No epenthes.

5.1 Constraint ranking

The markedness constraint needs to be cruciallkedahigher than faithfulness
constraint to determine the optimal candidate fitbm possible candidates. The
optimal candidate violates faithfulness constraititerefore CONTIG-IO and
DEP-1O must be ranked lower than *CC. The faithési® constraint DEP-IO is
crucially ranked to determine the optimal candidafeother faithfulness
constraint CONTIG-IO also needs to be ranked lothan *CGys, *OR and
MAX-IO to determine the optimal candidate. The neakess constraint *GO
also needs to be ranked lower to determine thenaptiandidate. So, the ranking
of the constraints to account for the Bengali dsts follows in (5) overleaf.

“ These two constraints were proposed by me andafsedconsultation with Dr. Marion
Caldecott, who was the instructor for the cours&iwbecame the genesis of this paper.

® *00 needs to be ranked crucially (solid line) e ttase of the candidates in data set 2
to win, as the optimal candidate will violate tkisnstraint. Rest of the constraints can be
kept in dashed lines as the order of their rankiroglld give the same result, i.e., the
candidates other than optimal ones would be elitath# the ranking was different for
*OR, CONTIG-IO and MAX-10; but CONTIG-IO needs to be kaa lower than
*CCons: *OR and MAX-IO to account for the optimal candiddtem dataset 1, as the
optimal candidate violates this constraint andhé@wdd be kept in solid line.
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(5) *CCons,*OR, MAX-10>> CONTIG-IO>>*0O0>>DEP-I10

Tableau 3

MAX-IO | CONTIG- | *OO [ DEP-IO
10

Jirant/ *CCons 1 *OR

a.= forant * *

b. ofrant
c. fant *1
d. fnt

*|

*

*|

In Tableau 3, candidate (apfint] is the winning candidate because, although it
violates two lower ranked constraints CONTIG-IO ab&P-l10, it satisfies
higher ranked constraints. Candidate @ijant] violates the lower ranked DEP-
IO and gets ruled out for violating the higher radlconstraint *OR, which is a
fatal violation. Candidate (c) [{nt] violates two higher ranked
constraints*CGys and *OR and gets ruled out for violating the higtheanked
constraint *CGys The last candidate (d)affit] has only one violation, i.e.,
MAX-IO, but gets ruled out as this is a higher ragilconstraint.

Tableau 4

Ispelal/ *CCons ! *OR ' MAX-IO | CONTIG- [ *OO | DEP-IO
. . 10

a= 1spalal ! ! * *

b. spelal I I *| o

c. spdal o I *

d. pelal | | x|

In Tableau 4, candidate (appelal] is a winning candidate because, although it
violates two lower ranked constraints *O0O and *DER-it satisfies the high
ranked constraints. Candidate (b)pfsial] violates CONTIG-IO and DEP-IO
and gets ruled out for violating high ranked comistr CONTIG-IO. Candidate
(c) [spelal] violates a lower ranked constraint *OO and aldates the highest
ranking constraint *CC and thus gets ruled out. Aralast candidate (d) [pal]
violates only MAX-IO but gets ruled out for violag this higher ranked
constraint.
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6 Conclusion

In this paper, | have provided an OT analysis twaat for the vowel epenthesis
in Bengali language. | have shown that the prinzenglysis properly explains the
reason why Bengali has a split epenthesis pattern,the different epenthesis
process for [s]-stop clusters than other obstrugasters (i.e., clusters with
obstruent and resonants). | have argued thatingr&sonority clusters, a vowel is
inserted between the two consonants and in fadlorgrity clusters (i.e., [s]-stop
clusters), the vowel is inserted before the consbdaster. | have also explained
that, the sonority sequencing constraint SYLLABCEONTACT treats [s]-stop
clusters differently from obstruent-sonorant clustand the differing epenthesis
pattern can be explained properly if it is constdean effect of SYLLABLE
CONTACT, the preference of sonority to fall acressyllable boundary, which
was proposed by Murray & Venneman (1983) and algparted by Gouskova
(2001). With tableaux | have demonstrated that épenthesis in consonant
clusters is caused by the prohibition on consonkusters in Bengali but the site
of epenthesis is determined by SYLLABLEONTACT (Gouskova, 2001). |
have also demonstrated that the constraint thé&nsrepenthesis before the [s]-
stop cluster is CONTIG-IO (Kager, 1999). Furthermol have proposed an
alternative analysis, where | have demonstratett veibleaux, that instead of
SYLLABLE CONTACT, two other constraints *OO and *OR can aszount
for vowel epenthesis in Bengali.
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L earning toread and
the development of phonological awar eness:
Altering our pedagogical approach
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Despite a century of effort aimed at identifyingdammplementing
effective strategies for teaching reading, childréom every
demographic, learning in a broad range of enviramsjecontinue to
demonstrate below grade-level reading performareg. (Dechant,
1991; Sherman & Ramsey, 2006; Jacobs, 2008). Heareh presented
in this paper explores the relationship between dbeelopment of
phonological awareness and the process of leartingad. Several
aspects of awareness are discussed, and one deeeigh model is
considered. Two intervention studies demonstratingproved
performance following phonological awareness trainare examined.
Proposed is a move away from labels such as ‘dpredatal dyslexia,’
and a shift toward research aimed at providing attus with the tools
needed to more adequately meet the developmeredbsrad struggling
readers.

1 Introduction

Unlike language acquisition, the process of leayriomread requires more than
just exposure to language through social contadgtdiBg the skills necessary for
reading demands not only immersion in language @, but also guided,
focused attention and determination on the pabiotifi learner and instructor. As
experimental psychologist Steven Pinker (1997) suggested, “[c]hildren are
wired for sound, but print is an optional accessiigt must be painstakingly
bolted on” (p. ix). In this paper, | will explothe relationship between sound
and print. More specifically, | will present evidento support the notion that
children’s developmental awareness of languagedsoand patterns plays a vital
role in their reading success. | will suggest tlesearch aimed at understanding
the nature of this role may lead to more effectitrategies for teaching reading. |
will also suggest that freely assigning labels sash'dyslexia’ warrants more
careful consideration. | will argue that childrelavare struggling with reading
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provide us with a tremendous opportunity to rethaakiventional pedagogical
approaches.

In order to support these contentions, | will figtovide background
information (82) in order to position current resdain reading. | will then
present an overview of the role of phonological @mass in readin¢g3) and
describe how this awareness involves more thansoshds(84). Next | will
discuss modeling phonological awareness develop(88&htand present evidence
in support of phonological awareness training amdrivention (86) Finally, |
will briefly discuss phonological awareness andlakia (87) and present my
conclusion and summary comments (88).

2  Background

For over a century, researchers have been explthimgnysteries of how our
brains learn to read (Quantz, 1897; Huey, 1900e&at921; Wilson, 1942;
Austin & Morrison, 1963; Davis, 1971; Goodman, 19C&all, 1983; Ehri, 1995;
Jacobs, 2008), with many seeking to identify pregnee stages of reading
development. In 1995, for example, reading researcimnea C. Ehri introduced
a model that organized stages of reading into |pteadetic, partial alphabetic,
full alphabetic and consolidated alphabetic phagéss model provided a
flexible framework for researchers attempting talenstand the reading process
(Beech, 2005). While earlier views have held timstruction in reading should
commence when a child demonstrates a certain degfreecadiness’ (see
Pearson, 1984, for an historical overview), mopen evidence suggests that the
process starts in infancy, and that pre-alphalesgiosure to rhyme and print is a
critical part of a child’s later reading successafer, Piasta & Torgesen, 2006).
In the mid-1960s a “Great Debate” was waged (CH#&G7) over how to

teach children to read, and in the early 1990snstis@am media coined the term
“Reading Wars” (Vacca, Vacca, et,a2009) to reflect this ongoing battle. Yet
decades of disagreement over reading have notdetiet development of a
single, wholly effective instructional model. Themee researchers who suggest
that bottom-up, phoneme-based approaches to tgaokdming are critical for
helping children make phoneme (sound) to graphesyelfol) connections
(LaBerge & Samuels, 1974; Rayner & Pollatsek, 1988jers argue for top—
down, concept-based approaches, which call onrelniltb identify whole words
rather than parts of words (Goodman, 1967; SmitAdbdman, 1971; Goodman,
1996). Still others have advocated for interactivedels that engage many
different approaches (Perfetti, 1985; Dechant, 19%hese strategies and other
variations have been implemented in classroomssachorth America, with
different instructional models coming in and oufaghion over time. One of the
latest of these trends occurred in 2001, when thé&ed States government
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enacted legislation calling for the implementatafra phonics-based approach to
reading instruction following recommendations mhgle government-appointed
National Reading Panel (NRP, 2000). Yet, despitemtury of effort aimed at
identifying and implementing effective teachingastgies, children from every
demographic, learning in a broad range of envirarnsjeontinue to demonstrate
below grade-level reading performance (Dechant11®herman & Ramsey,
2006; Jacobs, 2008).

3 Theroleof phonological awarenessin reading

Over the past several decades, a large body otmretdhas been gathered in
support of a reciprocal (Adams, 1990; Bentin & Leyst 1993; Blachman, 2000),
even causal (Bradley & Bryant, 1983; Wagner & Teme 1987; Wagner,
Torgeson & Rashotte, 1994; Lundberg, 2009) relatigm between children’s
development of phonological awareness and the gsootlearning to read. In
fact, the term ‘phonological awareness’ has alnbestome mainstream and is
now frequently referenced in literacy pamphlets, vegbsites, and in school
newsletters as one of the critical components aflirgy success. But what is
phonological awareness and how does it develop™#fa@iasta and Torgeson
(2006) define phonological awareness as “an awasepé and access to the
sound structure of one's oral language” (p. 11Phker (1994) describes
phonologyas “...the sound patterns of a language, includisgiriventory of
phonemes, [and] how they may be combined to fortaraksounding words...”
(p. 480). For the purposes of this paper | willlthon Pinker's description in
order to define phonological awareness as a camscianderstanding of
language-specific sound patterns, including how nehtes (sounds) are
combined and manipulated to form ‘natural-soundisgflables, rhymes, and
words.

In the context of reading, it follows that an awsess of language-specific
patterns and combinations may be critical for mgkiimportant reading
connections. Learning to use an alphabetic systemgxample, requires early
readers to develop an awareness of the conneckietvseen phonemes and
graphemes. Languages such as German have preeliptdt#rns with one-to-one
(phoneme-to-grapheme) correspondences, but langusgeh as English have
complex, often unpredictable, many-to-one (phonévagrapheme and
grapheme-to-phoneme) relationships. For Englishdexea developing an
awareness of these unpredictable relationshipsbeadifficult when common
English words such as ‘do’, ‘too’, ‘blue’, and ‘feall end in the same phoneme,
but are represented by different graphemes. Indalglwho experience difficulty
with reading frequently have trouble discriminatiogfween phonemes found in
the everyday words of their language and tend tfopa poorly on blending and
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segmenting tasks that require awareness of thesgpidge-specific patterns
(Siegel & Faux, 1989; Mann, 1993; Oudeans, 2003).

4 Morethan just sounds

Awareness of the phonological structure of oneisgleage, however, is not
limited to audible sounds. It is, perhaps, not gampg that the average deaf
individual is only reading at a third- or fourthagie level by high school
graduation (Moores, 1996; Paul, 1998; GallaudeeReh Institute, 1996), given
the physical limitations of making an auditory cention between symbols and
sounds (Gravenstede, 2009; Paul, 1998). What maysusprising is that
profoundly deaf readers who do succeed in readimg above grade-level seem
to exhibit an awareness of phonological pattermdogng reading. Research in
this area (Hanson et al.984; Hanson, 1992; Nielsen & Luetke-Stahlman, 2002
Diagle & Armand, 2008; Wang et al., 2008; Aparieibal., 2009) suggests that
although cognitive mapping of symbols to auditooyrsds may not be possible
for deaf readers, other forms of mapping may beeivable through exposure to
oral speaking, lip reading or ‘speechreading’, dirpelling, articulatory
feedback, and attentiveness to the ways in whigedp sounds are physically
articulated in the vocal tract.

Additional evidence in support of the notion thabpological awareness is
not limited to audible or acoustic information cafeom studies with infants as
young as four months old, who are able to discrat@rbetween languages of
different rhythmical classes (e.g. stress-timedyleages such as English and
syllable-timed languages such as French) simplywbiching speakers’ silent
facial movements (Werker & Byers-Heinlein, 2008% #vell, some educators
now believe that the act of physically articulatisgunds while attempting to
construct or encode words may have longer-lasteyganal stability with early
readers (Herron, 2008).

Findings such as these require a reshaping of awemstanding of
phonological awareness to encompass more than aeststic or auditory
information. As the research with profoundly degdders suggests, attentiveness
to the particular ways in which sounds are physijcatticulated or visually
represented may play an important role during thenpme—grapheme mapping
process — a necessary part of reading proficiency.
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5 Maodéling phonological awareness development

Interest in understanding and defining stages ahplogical awareness is not
new, and many developmental models have been pdposer time (e.g.
Stanovich et al 1984; Yopp, 1988; Adams, 1990; Stahl & Murray949Smith
et al, 2007). Although the sequencing of stages tendsatg between models,
most identify rhyming, blending, segmenting, delgtiand substitution stages of
phonological or sound pattern awareness. In 20@7o@p of researchers (Smith,
Cassady, Bottomley & Popplewell, 2007) introducelde t Standardized
Assessment of Phonological Awareness (SAPA) madleich was designed to
address some of the gaps and overlaps of earlidelsidn order to test SAPA,
Cassady, Smith & Putman (2008) developed fourteestrete tasks that
incorporated rhyming, oddity identification, blendj segmenting, phoneme
deletion, and substitution. Participants were askadexample, to blend body-
coda or onset-rime segments, and select words ®erees with different
beginning, middle, or ending soundslhe SAPA tasks were administered
longitudinally to participating kindergarten chigair during the fall, winter and
spring of one school year. These discrete taskslemh&assady et .al2008)to
measure the sequence of particular aspects of fgical awareness at very
specific stages of development. Results stronglgpstded the researchers’
contention that acquisition of phonological awasmeoccurs in discrete,
measurable, developmental stages.

6  Phonological awarenesstraining and intervention

In an attempt to answer the question of whethatingaskills could be improved
by stimulating phonological awareness, Danish meseas Lundberg, Frost, &
Petersen (1988) provided 235 preschool childrerh wit—20 minutes of
phonological awareness training per day, over @gogeof eight months. The
training involved metalinguistic games and exemsisghich were designed to
help the children develop an awareness of the pbgival structure of their
language. In Denmark, children do not begin formealding instruction using an
alphabetic script until the age of seven. Followihg eight months of training
and during their first two years of school, Lundhdfrost & Petersen tracked the
children’s reading and spelling progress. Childvemo had been exposed to
explicit phonological training during preschool damstrated significantly
stronger reading and spelling skills during Gratlesmd 2 than did children in the
control group, who had received no early phonolaigiawareness training.

! While a description of each of these tasks is idatshe scope of this paper, a
comprehensive list has been included as Appendix A.
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Results suggested that phonological awarenessngamdministered prior to
formal reading instruction may, in fact, facilitdatee process of learning to read.

In another study, Richards & Berninger (2008) seahthe brains of 18
dyslexic and 21 non-dyslexic children at two diffier times during their
performance of an fMRI phoneme mapping task. Th& frain scan occurred
prior to any intervention, and the second scan weduwafter dyslexic participants
had received three weeks of phoneme awarenesdprabatic training. The first
brain scan for both dyslexic and non-dyslexic aieifd showed very different
patterns of fMRI connectivity: the children with slgxia exhibited greater
functional connectivity in bilateral regions of tirderior frontal gyrus, whereas
children without dyslexia showed no significant iéty in these regions.
However, following the second brain scan, which wesformed after dyslexic
children had received three weeks of phonologiching, fMRI connectivity
patterns in dyslexic children more closely resemiliteose of the non-dyslexic
children. While the researchers in this study aekadged that findings are
preliminary, they suggested that dyslexic brainnamivity results may be linked
to impairment in working memory, and argued thatrimctional intervention may
help children to “overcome” specific temporal défic(Richards & Berninger,
2008).

Findings such as these are intriguing: if explicgtruction in phonological
awareness can lead to improved performance in mgadihen a deeper
understanding of phonological awareness developrngentd lead to better
instructional design.

7  Phonological awarenessand dyslexia

Deficits in phonological processing are centratgading difficulties (Ziegler &
Goswami, 2005). Since 1887, the term ‘dyslexia’ laen used to describe
individuals who have difficulty reading (Pollak, @&). The Oxford English
Dictionary defines dyslexia as “a difficulty in reading due dffection of the
brain...word-blindness.” Within the reading researcbmmunity, the term
dyslexia is commonly employed and generally classifis either ‘acquired’ or
‘developmental’. Acquired dyslexia is used to refer individuals who
experience difficulty in reading as a result ofibranjury or illness, whereas
developmental dyslexia is often used categoricallglescribe individuals who
show unexpectedly poor performance in reading. i@ical importance in the
classification of developmental dyslexia is thatirsgtividual’s poor performance
in reading is unexpected There is an assumption that individuals with
developmental dyslexia do not perform poorly assult of overt physical or
mental impairments, low socioeconomic status, ak laf access to good
instruction, but rather due to neurobiological @astthat interfere with their
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acquisition of sufficient reading skills (Wagneriagta & Torgesen, 2006).
Developmental dyslexia has been described as artiis, a ‘syndrome’, a
‘disability’, and a ‘deficit’, but regardless of éhterms used to describe it,
dyslexia generally is considered to be a probleneiient within the individual,
rather than a failing on the part of educators.dascribed above, a number of
studies have demonstrated the positive effecthofplogical awareness training
in addressing certain phonological deficits. Thditgbto isolate very specific
areas of phonological processing difficulties copltbve beneficial for those
individuals ‘diagnosed’ with dyslexia.

8 Conclusion

In this paper, | have provided evidence to suppioet idea that phonological
awareness development is central to reading. Tdes is generally accepted
within the reading research community, yet the tebzontinues over the
efficacy of various instructional models for teaxhireading. | propose a move
away from this long-standing debate and toward epde understanding of the
development of phonological awareness.

As many of the studies discussed in this paper esiggohonological
awareness is not limited to the perception of aougformation, but also
involves an awareness of more subtle cues thatpasduced during the
articulation of speech sounds. If profoundly desgfders and infants are capable
of discerning these phonological cues, then heaiigren and adults may also
be able to access them. Explicit attentiveness h gpecific articulatory
movements that distinguish one phoneme from anottesy prove useful in
building phonological awareness.

Phonological awareness development models suchABé $an provide
researchers with exciting new avenues for explotimg relationship between
awareness and reading. Although existing modelsnaibinclude aspects of
physical articulation as relevant cues for accgsgphonological awareness,
incorporating this aspect of development into fetworking models may be an
important next step. The evidence pointing to impobreading ability following
phonological intervention is encouraging, and tothlat enable educators to
pinpoint specific areas of developmental difficultychildren who are struggling
to read may facilitate the creation of improvedtrinstional materials that
succeed in meeting individual learning needs.

Children who struggle with reading face a broadgeanf challenges that
can often be compounded when labels like ‘dysléeriajlearning disabled’ are
used to describe them. As the famous anthropoldgistiard Sapir (1929)
argued, “[w]e see and hear and otherwise experieecg largely as we do
because the language habits of our community presés certain choices of
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interpretation” (p. 210). Children who are ‘diagadsas dyslexic carry with
them labels that can influence performance and Hhawg-lasting socio-
emotional consequences, as these labels are oftediced at a time when
children are working to define self-concept (Pall2R05). If we assign labels
like dyslexia, we run the risk of approaching eabiid from the perspective of
there being a problem inherent within the childhea than a failing on our part
to adequately meet the child’'s developmental nekgsopose that struggling
readers may provide us with a tremendous oppoytiaitlter our pedagogical
approach. If we can maintain a research focus ithaboted in identifying
discrete stages of phonological awareness develupnve may be able to more
accurately target areas for instructional interientand more adequately meet
the learning needs of children experiencing readiifficulties. This approach
seems a promising step in the right direction.

Acknowledgment

| am very grateful for the guidance and suppobofDave McKercher —
an exceptional educator and mentor.

Working Papers of the Linguistics Circle of the dnbity of Victoria20, 37-49
© 2010 Lyra Magloughlin



45

References

Adams, M.J. (1990)Beginning to read: Thinking and learning about prin
Cambridge, MA: MIT Press.

Aparicio, M., Demont, E., Gounot, D. & Metz-Lutz, .M2009). Is there an
alternative cerebral network associated with enkédnghonoligical
processing in deaf speech-users? An exceptionat. cdsandinavian
Journal of Psycholog$0, 445—-455.

Austin, M.C. & Morrison, C. (1963)The first R: The Harvard report on reading
in elementary schoal®ew York: Macmillan.

Beech, J.R. (2005). Ehri's model of phases of liegrto read: A brief critique.
Journal of Research in Readi2g(1), 50-58.

Bentin, S. & Leshem, H. (1993). On the interactioetween phonological
awareness and reading acquisition: It's a two-weges.Annals of Dyslexia
43(1), 124-148.

Blachman, B.A. (2000). Phonological awareness. M.L. Kamil, P.B.
Mosenthal, D. Pearson & R. Barr (Ed$dandbook of reading research
Mahwah: NJ: Lawrence Erlbaum Associates.

Bradley, L. & Bryant, P.E. (1983). Categorizing sda and learning to read: A
causal connectioNature301, 419-421.

Cassady, J.C., Smith, L.L. & Putman, S.{008). Phonological awareness
development as a discrete process: Evidence fomntgrative model.
Reading Psycholog®9, 508-533.

Chall, J.S. (1967)Learning to read: The great debate; an inquiry irttee
science, art, and ideology of old and new methddgaxrhing children to
read New York: McGraw Hill.

Chall, J.S. (1983)Stages of reading developmerew York: McGraw-Hill.
Daigle, D. & Armand, F. (2008). Phonological sengy in severely and
profoundly deaf readers of Frenéteading and Writin@1(7), 699—-717.
Davis, F.B. (1971). Psychometric research in repdomprehension. In: F. Davis
(Ed.), Literature of research in reading with emphasis oamodels

Brunswick, NJ: Rutgers University Press.

Dechant, E. (1991)Understanding and teaching reading: An interactmedel
Hillsdale, NJ: Lawrence Erlbaum.

Ehri, L.C. (1995). Phases of development in legrim read words by sight.
Journal of Research in Reading(2), 116-125.

Gallaudet Research Institute. (1996). Stanfordeaement test (9ed.).Form S:
Norms booklet for deaf and hard-of-hearing studen{éncluding
conversions of raw score to scaled score & gradawedent and age-based
percentile ranks for deaf and hard-of-hearing studg Washington, DC:
Gallaudet University.

Gates, A.l. (1921). An experimental and statiststaldy of reading and reading

Working Papers of the Linguistics Circle of the dnbity of Victoria20, 37-49
© 2010 Lyra Magloughlin



46

testsJournal of Educational Psycholody (September).

Goodman, K.S. (1967). Reading: A psycholinguistiegsing gamelournal of
the Reading Speciali$t 126-135.

Goodman, K.S. (1996Ken Goodman on readingortsmouth, NH: Heinemann.

Gravenstede, L. (2009). Phonological awareness dembding skills in deaf
adolescentdeafness and Education Internatioridl(4), 171-190.

Hanson, V.L.(1992). Phonology and reading: Evidence from profoundlyfdea
readers. In: D. Shankweiler & 1.Y. Liberman (Ed&honology and reading
disability: Solving the reading puzzl#&lichigan: University of Michigan
Press, 69-89.

Hanson, V.L., Lieberman LY. & Shankweiler, D.J984). Linguistic coding of
deaf children in relation to beginning reading ®ssc Journal of
Experimental Child Psycholod7, 378-393.

Herron, J. (2008). Why phonics teaching must chaBdecational Leadershijp
66(1), 77-81.

Huey, E.B. (1900). On the psychology and physiolafyreading. American
Journal of Psychologgl, 283—-302.

Jacobs, V.A. (2008). Adolescent literacy: Puttihg trisis in contextHarvard
Educational Review8(1), 7-39.

LaBerge, D. & Samuels, S.J. (1974). Toward a thedrgutomatic information
processing in readingognitive Psychologg, 293-323.

Lundberg, I., Frost, J. & Petersen, O. (1988). &fef an extensive program for
stimulating phonological awareness in preschoolldotm. Reading
Research Quarterl23(3), 263—-284.

Lundberg, I. (2009). Early precursors and enabtikitjs of reading acquisition.
Scandinavian Journal of Psycholo§@(6), 611-616.

Mann, V.A. (1993). Phoneme awareness and futurdingaability. Journal of
Learning Disabilities26(4), 259-269.

Moores, D. (1996)Educating the deaf: Psychology, principles, andcfices
(4th ed.). Boston: Houghton-Mifflin.

National Reading Panel. (2000)eaching children to read: An evidence-based
assessment of the scientific research literature reading and its
implications for reading instruction — Summary repoRockville, MD:
National Institute of Child Health and Human Deatent.

Nielsen, D.C. & Luetke-Stahlman, B. (2002). Phogatal awareness: One key
to the reading proficiency of deaf childrefumerican Annals of the Deaf
147(3), 11-19.

Oudeans, M.K. (2003). Integration of letter—soundrrespondences and
phonological awareness skills of blending and sedimg: A pilot study
examining the effects of instructional sequence word reading for
kindergarten children with low phonological awarenéearning Disability
Quarterly 26(4), 258-280.

Working Papers of the Linguistics Circle of the dnbity of Victoria20, 37-49
© 2010 Lyra Magloughlin



47

Paul, F. (1998)Literacy and deafness: The development of readiniting, and
literate thought Boston: Allyn & Bacon.

Pearson, P.D. (1984Handbook of reading researciMahwah, NJ: Lawrence
Erlbaum Associates, Inc.

Perfetti, C.A. (1985)Reading abilityNew York: Oxford University Press.

Pinker, S. (1994)The language instincNew York: Harper-Collins Publishers.

Pinker, S. (1997). Foreword. In: D. McGuinned#y our children cant read —
And what we can do about it: A scientific revolatio reading New York:
Simon & Schuster.

Pollak, D. (2005)Dyslexia, the self and higher education: Learniifig histories
of students identified as dyslex&terling, VA: Trentham Books Limited.

Rayner, K. & Pollatsek, A. (1989)The Psychology of Readin§lew York:
Prentice-Hall.

Quantz, J.0. (1897). Problems in the psychologyreafding. Psychological
Monograph2(5).

Richards, T.L. & Berninger, V.W. (2008). AbnormaMRI connectivity in
children with dyslexia during a phoneme task: Befdsut not after
treatmentJournal of Neurolinguistic1, 294—-304.

Sapir, E. (1929). The status of linguistics asiarse.Languages(4), 207-214.

Sherman, L. & Ramsey, B. (2006)he reading glitch: How the culture wars
have hijacked reading instruction — And what we damabout it Lanham,
MD: Rowman & Littlefield Education.

Siegel, L.S. & Faux, D. (1989). Acquisition of @t grapheme—phoneme
correspondences in normally achieving and disaldedersReading and
Writing: An Interdisciplinary Journal, 37-52.

Smith, F. & Goodman, K.S. (1971). On the psychalistic method of teaching
reading.The Elementary School Journé&l(4), 177-181.

Smith, L.L., Cassady, J.C., Bottomley, D. & Poppdiw S. (2007). The
Standardized assessment of phonological awareihsscie, IN: Ball State
University.

Stahl, S.A. & Murray, B.A. (1994). Defining phongical awareness and its
relationship to early readingournal of Educational Psycholod6, 221—
234.

Stanovich, K.E., Cunningham, A.E. & Cramer, B.B.9¢4). Assessing
phonological awareness in kindergarten childrensuds of task
comparability.Journal of Experimental Child Psycholo@§, 175-190.

Vacca, J.L., Vacca, R.T., Gove, M.K., Burkey, L.Cenhart, L.A. & McKeon,
C.A. (2009).Reading and Learning to Reddth ed.). Toronto, ON: Pearson
Publishing.

Wang, V., Trezek, B.J, Luckner, J.L. & Paul, P20@8). The role of phonology
and phonologically related skills in reading instion for students who are
deaf or hard of hearingmerican Annals of the De&63(4), 396-407.

Working Papers of the Linguistics Circle of the dnbity of Victoria20, 37-49
© 2010 Lyra Magloughlin



48

Wagner, R.K., Piasta, S.B. & Torgesen, J.K. (20Q&arning to read. In: M.J.
Traxler & M.A. Gernsbacher (Eds.)Handbook of psycholinguistics
London, UK: Elsevier Inc., 1111-1142.

Wagner, R.K. & Torgeson, J.K. (1987). The naturepbbnological awareness
and its causal role in the acquisition of readikiiss Psychological Bulletin
101, 192-212.

Wagner, R.K., Torgeson, J.K. & Rashotte, C.A. (J98kvelopment of reading-
related phonological processing abilities: New emick of bidirectional
causality from a latent variable longitudinal stud®evelopmental
Psychologyd0, 73-87.

Werker, J.F. & Byers-Heinlein, K. (2008). Bilingish in infancy: First steps in
perception and comprehensidmends in Cognitive Sciend®(4), 144-152.

Wilson, F.T. (1942). Early Achievement in readinbhe Elementary School
Journal 42(8), 609-615.

Yopp, H.K. (1988). The validity and reliability gfhonemic awareness tests.
Reading Research Quartgr23, 159-177.

Ziegler, J.C. & Goswami, U. (2005). Reading acdigisj developmental
dyslexia, and skilled reading across languagesy&imwlinguistic grain size
theory.Psychological Bulletii31(1), 3—29.

Working Papers of the Linguistics Circle of the dnbity of Victoria20, 37-49
© 2010 Lyra Magloughlin



49

Appendix

SAPA representative items and abridged instruct{fmosn Cassady et al2008, p. 521)
Subtest Basic Task Requirement Sample Item(s)
Rhyme Rhymes are words that sound the sameT®ll me if these words
recognition the end. rhyme ape-knee; dip-hip
Rhyme Tell me a word that rhymes with: Star (accept angrdw or
application nonsense word that rhymes)
Oddity Listen to the names of these picturesluck, door, foot
tasks: Tell me which one has a different
Beginning beginning sound.
Oddity Listen to the names of these pictureseal, cat, pail
tasks: End  Tell me which one has a different ending

sound.
Oddity Listen to the names of these picturegack, cap, run
tasks: Mid Tell me which one has a different middle

sound.
Blend body- | am going to say a word in two partsitu/ g
coda When you have heard both parts, you

need to say what the whole word is.
Blend onset- | am going to say a word in two partsiw/ eek
rimes When you have heard both parts, you

need to say what the whole word is.
Blend | am going to say a word in parts. Whefrs/ /a/ Ive/
phonemes  you have heard all the parts of the word,

you need to say what the whole word is.
Segment Separate the word by saying the firdboat
onset-rimes sound and then the rest of the word:
Segment Say each sound you hear in the word job
phonemes
Phoneme Listen to the word ___. Take away théisten to the word book.
deletion first sound, what is left? Take away the /b/ sound,

what is left?

Phoneme If | say the word man and change th€hange the first sound in
substitution:  first sound to /p/, the new word is pan. cat to /h/. What is the new
Beginning word?
sounds
Phoneme If | say the word rat and change the lasthange the last sound in
substitution:  sound to /g/, the new word is rag. can to /p/. What's the new
End sounds word?
Phoneme If | say the word pan, change the middi€hange the middle sound in
substitution: sound to /i/, the new word is pin cat to /o/. What's the new
Mid sounds word?
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Crossing linguistic boundaries:
Making the most of cross-linguistic influence
in the language classroom
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Additional language acquisition is often impactgddmrners’ previous
language experience. Though this interaction itenofassumed,
instructors and learners may not be aware of tlheahextent of the

effects of cross linguistic influences. This papffers a general survey
of areas in which cross-linguistic influence faeiles or inhibits

additional language learning. With increased aness of potential

cross-linguistic influences, both instructors aedrhers can improve
the learning experience by taking advantage ofsaoédacilitation and

paying greater attention to managing inhibitivduahces of previous
language experience.

Keywords: cross-linguistic influence, language acquisitidennguage
transfer, instruction

1 Introduction

All languages are different; each has its own wiagxpressing thoughts, desires,
experiences, and needs. Cross-linguistic influeiigethe expression of these
differences in individuals who are trying to leaadditional languages.
Instructors must be aware of all the ways that roltwieguages can influence the
language which they are attempting to teach and tteey may effectively
address negative influence and take advantageyopasitive transfer. In this
paper, we will first discuss the negative aspedtgross-linguistic influence,
followed by the positive, and lastly offer suggess of how to most effectively
manage influence of both types.

! Cross-linguistic influence is closely related &amduage transfer: the process by which
speakers use forms and systems from one language jproduction or interpretation of
another language. This process may occur bi-dreaity between languages.
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2 Impacts of cross-linguistic influence
2.1 Negative impacts of cross-linguistic influence

Negative cross-linguistic influence has been redesmt extensively as an
offshoot of the once very popular comparative lisgos field (Aslin et al., 1981;

Best, McRoberts & Sithole, 1988; Boroditsky, 20@tler et al., 1992; Juffs,

1998; Pytlyk, 2008; Streeter, 1975; Trehub, 197§)shima et al., 1994; Werker
et al., 1981; Yip & Matthews, 2000). The influenoé a previously learned

language on a target language is notable in evepgech of learning, from

phonetics and prosody, to morpho-syntax, to semantdissification, to genre-
specific styles and idea organization. Though aarnot claim that all language
learning difficulties are a result of cross-lingidsinfluence, this section

discusses the negative implications of this infaeeon sound perception and
production, morpho-syntax, semantic interpretatioand even written

organization.

2.1.1 Sound perception

Hearing a language being spoken is an importarécasyf additional language

learning but, due to previously learned languages)e may struggle to perceive
what is being uttered. Much research has beeredaprit on the universal sound
distinction abilities of babies, showing that infarcan distinguish not only

phonemes of their own language but those of othrigh are often significantly

different (Aslin et al., 1981; Best, McRoberts &ttile, 1988; Streeter, 1975;
Trehub, 1976; Tsushima et al., 1994; Werker etl@i81; Werker & Tees, 1984).
After an individual reaches about one year of dgmyever, he/she loses this
amazing capacity (Werker & Tees, 1984) and becomestegorical listener

(Liberman, Harris, Hoffman & Griffith, 1957). As rfit demonstrated by

Liberman et al. (1957), sounds lie on continua,dnge an individual reaches the
age of 11-13 months old, he/she ceases to heay al@ontinuum and instead
hears all speech sounds as members of distincga@s. Kuhl (2000) also

showed that the phonetic inventory of a speakersd fanguage has a lasting
effect on the organization of his/her auditory diménation system. Miyawaki et

al. (1975) found that adult Japanese speakersurglgle to differentiate English

phonemes /I/ and /r/ above the level of chance.alhligy to differentiate sound

does, however, remain so long as sounds are peesentapid succession (Van
Hessen & Schouten, 1992). This suggests that aatagperception is language
specific; one still has the auditory ability andedeonly foster it so that it can
help to redefine the linguistic sound categorietheffirst language.
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Segmentation is also vital to processing the spe®thwve hear. Languages
that are timed differently (stress based like Esfgliversus syllable based like
French or Mandarin), are also segmented differetdiyfortunately, listeners
seem to be monolingual in their segmentation padteven if they are bilingual
speakers (Cutler et al., 1992). According to Cutkeal. (1992), French speakers
treat all input whether French or otherwise as infat can be segmented
syllabically. When such segmentation fails, theoming word must be
reanalyzed. Assuming that this holds for languaggraiin general, learners seem
unable to learn new ways of segmenting speech ommarediate, automatic
level.

2.1.2 Sound production

If a learner is unable to hear a sound as unidwey; will likely face difficulty
producing it. But, even if students can hear a dotimey may assimilate it to a
sound from their own language that is similar te target but easier for them to
produce, thereby bringing about foreign accentegé&let al. (1997) found that
speakers were able to produce more intelligible liEmgvowels if similar
contrasting vowels existed in their native vowelentory. Accents are not to be
deemed problematic but students may be able td reacore native-like quality
of phoneme production by ways of phonetically bassttuction.

Speech melodies are also important to fluent prioolucand are heavily
influenced by one’s native tongue. Newborn babiexipce cry melodies that
mimic the speech melodies of their parents (Mantpal.e 2009). From birth,
humans seem to be predisposed to a certain pattentonation. Pytlyk (2008)
discovered a similar phenomenon with English spepkearners of Mandarin.
The Mandarin particlena when added to the end of a statement, turngdtdn
yes/no question and should be produced in a ngilablnd relatively low) tone.
Pytlyk (2008) found that English speakers studyiltandarin, however,
consistently givema a rising tone to mimic the rising intonation pattef an
English question.

Also of interest are the issues of stress versllsbs timing. Varieties such
as Singlish, which is syllable timed (Low, GrabeNblan, 2000; Deterding,
2001), are often characterised by their non-stahtlaring or “staccato effect”
(Brown, 1988). This rhythmic similarity to languagsuch as Mandarin, which
are also spoken commonly in Singapore, may suggesttain level of linguistic
interference. The natural stress timing of Englists shifted to more syllable
timing, perhaps in response to the linguistic baockgds of the speakers in
Singapore.
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2.1.3 Morpho-syntax

The way that languages encode grammatical andaleixiformation also differs
greatly. A language may be isolating: one word esponds to one morpheme;
inflectional: one word corresponds to one lexemé aarious grammatical
affixes; agglutinating: one word corresponds toesal lexemes (up to one
phrase) and various grammatical affixes; or poltsgtic: one word corresponds
to multiple lexemes (up to a sentence) and all ssarg grammatical morphemes.
(Halvor Eifring & Rolf Theil, 2005)

In his work with Japanese, Chinese, and Romanceakspg learners of
English, Juffs (1998) found that speakers of laggsathat must encode
causation in verbal events overtly (Japanese aride§#) have significantly
more trouble with ambiguous English sentences inrgl causative verbs than
do speakers of Romance languages, which use asicailisative verb encoding
system to English. This sort of interference cao accur in native bilinguals as
shown by Sanchez (2006). Bilingual Kechwa—Sparntisldien were found to use
a non-traditional Spanish structure, not used akers of Spanish alone, which
reflects their use of desiderative affixes to cgnvelition in Kechwa. In this
instance, there is an important interaction betwaespeaker of two native
languages leading to atypical uses. Hence, teadiestudents working from a
language with different morphological patterns thi@mtarget language are likely
to encounter unusual forms of language productam,learners attempt to
assimilate the new language to the structure oblthe

Even in languages with similar uses of inflectiamcts as Spanish and
Italian, word order and other purely syntactic gsses can complicate the
acquisition process. Argument and predicate orderthe manner in which
phrases are placed in a sentence, i.e., how thjecsuberb, object, and indirect
object are organized, is a particularly importaspext of syntactic variation as
languages may organize sentences as SVO, SOV, ur Afther important
aspect to consider (and to remind students ofhéspositioning of adjectival
phrases. Languages like French tend towards plamiljectival structures after
the noun that they modify, whilst languages likendarin place all modifiers
before the noun. Languages like English, howeea to place adjectives before
nouns but adjectival phrases (i.e., ‘that’ or ‘Whiphrases) after the noun
(Huang, 2010).

As seen in Yip & Matthews’s (2000) study of a bjiral Cantonese—English
speaking child, transfer of word ordering is predanlanguage use. The child
showed interference with structures such as Whiguess but only from
Cantonese to English. The child was believed tceedpeally proficient in both
languages and so the prominence of Cantonesewstacuch as the Wh-in-situ-
questions, which retain the question word where ahswer would be in a
declarative sentence, suggests markedness, akeddigi Eckman (1977, 1981,
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2004)'s Marked Differential Hypothesisas a determinate in cross-linguistic
influence.

2.1.4 Semantic variation

Morpho-syntactic interference may require overcadeep habits, but semantic
variation may demand an entirely new conceptiothef material at hand. The
Sapir-Whorf hypothesis proposes that this diffeeendn linguistic
conceptualization actually constrains the way tiatperceive the world (Whorf,
1956). The strong version of the hypothesis has {fe@ most part) been
discarded, but the weak version (suggesting tletmdy our language partitions
the world influences the way we perceive the worédhains of interest (Gentner
& Goldin-Meadow, 2003).

Boroditsky (2000), examined Mandarin time words asttbwed that
Mandarin speakers can be primed differently thagligim speakers in the domain
of time, suggesting some influence of languagehmught as is entailed by the
weak Whorfian hypothesis. For example, Mandarirs usztical metaphors (e.g.
the past darlier) is up or shangand the futurelgter is downor xia) for time as
well as horizontal metaphors (elgefore can be expressed ly front of or yi
gian) analogous to English. This sort of variation iama&ntic content of
expressions can be very troubling for studentsiditeonal languages.

Number systems also differ from language to languagh in terms of base
and encoding style used. English is a good exaofgemarked base ten number
system that has non-transparent terms for numbershirty-four. Mandarin on
the other hand encodes numbers in an extremelggaaent mannethirty four
is san-shi-sior three-ten-four Mandarin speaking children develop numeracy
skills faster than English children (Anuio et &009) which may suggest that the
way our language encodes numbers may influencegeneral conception of
number systems. Thus, for learners of languaget uba less transparent
encoding systems, the language specific preferanocasscoding must be kept in
mind and explicitly taught.

Languages differ, not only in conceptualization higo in categorization.
One of the most studied domains is that of coldeider (1972) claims that there
is no deep effect of language on colour perceptiomemory in English and
Dani speakers, but these findings have been questias Dani colours overlap,

% In this hypothesis, Eckman suggests that all featwf language are more or less
marked in accordance with their frequency of usesslanguages, ease of acquisition
and complexity. For example: a syllable beginnimith a consonant cluster is more
marked than a syllable beginning with a single omast. Eckman also argues that
language structures are learned in order of madssiand are more or less difficult to
learn in accordance with their markedness (Eckrh@iy, 1981, 2004).
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but do not crosscut, English colour boundaries.draim et al. (2000), working
with Berinmo, a language which regularly crossdemglish colour classes, did
find a difference in recognition and memory usingikr methodologies to
Heider (1972). Lastly, Winawer et al. (2007) fousignificant differences in
colour recognition in Russian and English speaketis blues (in Russian there
are two separate terms, one for light blues onal&wk). Winawer et al. (2007)
also found that, when a linguistic interferencektés.g. reading a string of
nonsense syllables aloud whilst doing the recagmitask) was used, both groups
performed equally poorly. This may suggest thategtion remains unchanged
but is filtered through linguistic categories: dfalience in conception, not
perception.

2.1.5 Organizational habits

A final area of cross-linguistic interference liashow learners and speakers of a
language organize ideas and present thoughts. AadH{2010) states, languages
differ in their preference of topic or subject piaence, extent of use of
connecting forms, and choice of ordering informmtidn instructor must be
aware of the presence of these habits and theienpat to create
miscommunications, stylistic problems, and ambigsiin the written work of
students.

2.2 Positive impacts of cross-linguistic influence

There has been little research done, within thdd fief second language
acquisition, on the positive or potentially positieffects of knowing a previous
language on learning a new language. Thus, we slissome potential positive
influences which deserve consideration.

Language learning can be aided when the targeusme®gis in the same
language family and/or shares linguistic roots veittanguage already known to
the learner. Cognates, words that are similar ®stime between two languages,
such asnight (English), nuit (French), nacht (German), natt (Swedish,
Norwegian),nott (Icelandic) as well aapple (English) andappel(Dutch), will in
many cases require little to no effort for the tesrto acquire. These cases can
also make it easier for the learner to puzzle batmeaning of an unfamiliar
word in the target language, due to common linguisiots of words in the target
language and previously known language. Comingpéarteaning of the word in
this way can not only aid the learner in recollectdf the word, but also give
them greater confidence in learning and speakiedahguage, leading to better
overall language learning. It can also be easiea fearner when they are already
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familiar with the sentence structure of a targeplaage, such as a subject-verb-
object (SVO) language speaker learning another 3&@uage, as a new
sentence order need not be learned.

Also to consider is the effect that previous lamgguéearning can have on
further attempts to learn additional languages. Mamethods of language
learning give the learner increased knowledge ofuistic structures and
principles, and having this knowledge already aldd can potentially make the
language learning process easier. For exampleé&smgtish speaker who has
already learned French should have some knowletitigednflected imperfect
tensé (which normal monolingual speakers of English dt).nThis makes using
the tense in another language that uses it (suthtay far easier. Some learners
will benefit from being able to sort their new krledge into formal terms and
categories, such as subject-verb-object senterts, dnflection, affixation, and
other formal grammatical terms as it provides detka onto which the flesh of
the target language can be associated and connected

Although these examples of positive cross-lingaidtifluence are not
necessarily substantiated by research, at thelgasy they indicate the potential
for study in this particular area of language legagn

3  Teaching implications

Without turning the classroom into a comparativegliistics lecture, language
instructors may find it useful to know as many casts and common aspects
between the language that they are teaching ankhtigeages used by students
as possible. Instructors cannot help learners tavse of potential biases (and
how to avoid them) if they are not aware of thesbgathemselves. This section
then will outline some helpful ideas for using kredge of cross-linguistic
influences to help learners within a language liegrenvironment.

3.1 Phonetically-based instruction

We believe that language learning and intelligipilof speech can be greatly
improved by a phonetic approach to sound producfidrough some learners
may be able to produce sounds by listening aloramynalso need a little extra
help. In teaching non-English phonemes/phonemerastst verbal descriptions
of mouth/tongue/lip alignment and even small diaggamay help simplify a

challenging task. If taught how to position thengue and lips, students are

® Usually considered analogous to the English canstmwas VERBIng, it indicates a
past continuous or incomplete action.
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more likely to be able to produce the sound thamndrely listening to an
instructor and guessing. For example, the firsh@uencountered an English
speaking learner of Mandarin who had, for the erttiro and a half years he had
been studying the language, believed himself unabjeroduced the difference
between &/ and /t"/ (having pronounced both as the Engligh./tHe was able
to acquire a noticeable improvement in pronunciatioless than five minutes of
phonetically guided practice with the guidance ofoaigh picture of tongue
positions sketched out by the instructor.

For example, if one wants to produce tefdund in English, it seems to be
more helpful to offer a detailed description of hthe sound is produced than to
just produce it in an attempt to elicit a resporiisis. also often helpful to employ
analogies to known sounds. For a speaker of Japait=smnpting to produce the
16/, an instructor may wish to have them first praglan [s] sound. Then either
description or drawing can show the student hovir temgue is placed in the
mouth near the alveolar ridge (the hard part ofrtité of the mouth just behind
the teeth) for the [s]. Now the student is askethytdo make a [s] sound while
gradually extending the tongue towards and betvtieein teeth, they will likely
have far greater success. Many of the authors’ rgnalduate peers of various
departmental affiliations have been recently subpdo crash courses in non-
English phonemes. Even for those who were unablets the contrasts when
the sounds were made, a careful description of W&t tongue needed to do
yielded (without fail — though with a multitude edmplaints about unnaturalness
of the sound) the phoneme in question. Instructoay also find it useful to
consult the forthcoming Truong (2010), which expkiphonetic pronunciation
instruction among learners of L2 Japanese.

3.2 Cognates: (False) friends

There are many words across languages that, theungiar in spelling and
pronunciation, do not have the same meaning. Kkample, bekommenjn
German, does not medo becomebut, insteadjfo get/acquire There are also
many words which can provide useful handholds éarders of an additional
language. Even something as simplejpgeland apple (see section 2.2) can, if
nothing else, allow the learner to feel more atesith a language.

Instructors, however, must make their students evedrthose cognates
which are not in fact synonymous in meaning aslear may be tempted to over-
extend analogies to their previously learned laggaa As discussed in Prator
(1967), though acquiring nearly identical tokensoas languages is the lowest of
difficulty, acquiring a token which, on the surface very similar but is actually
connected to a different function of meaning is agsh the most difficult to
learn. Thus, false friends deserve expositiomélanguage classroom.
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3.3 Imagery

When facing semantic differences in language's eptalizations or
categorizations of the world, instructors face ajue challenge. Asking students
to imagine the conceptual domain at hand in a clsaral image that aligns with
the target language can offer a much more salirdénstanding of the system.
Drawing pictures of the idea can also be helpfidainers of Mandarin, for
example, may wish to imagine that one is lying logirtback in a field with time
rising around them so that they see the past imatedgli after it happens but
cannot see the future which is below them, heneg#st isup or shangand the
future isdownor xia —as discussed in section 2.1.4. The first authorftxasd
this particular practice immensely helpful in hemgoing attempt to learn
Mandarin.

Visuals can also be used in domains such as cokeur. example, in
languages that have differing colour systems toliEimgsuch as Russian with its
two blues mentioned previously, students may bistesksby actual colour chips
showing the prototypical shade for a particulaoaolname, or even a whole hue
chart with each colour name marked off in its omue section. Though not all
students are visual learners, visualization ca@ lgpod place to start in giving
learners access to varied conceptual systems frbichvihey may be able to
expand the mnemonics to suit their specific leaysityles (e.g. Auditory learners
may be receptive to rhyming or acrostic basedmraemonics).

3.4 Finding patterns and remaining aware

Instructors continually try to find ways to helpudénts learn; knowing their
previous language background can be immenselyuigipthis area. As we have
discussed previously, languages do differ, andnstructors may be able to
improve students’ learning by finding ways to tamitheir existing knowledge
of linguistic forms and the commonalities betwebose forms and the forms
used by the target language.

Instructors must also remain aware of the diffeesnthat can lead to
difficulty. It cannot be denied that linguistic tisfer occurs as students grapple
with a new language, often using an existing lagguas a medium. It is
important to be knowledgeable about cross-linguisitmilarities and differences
and to offer students side by side comparison apdstion of salient features of
the languages at hand. For example, if studyirsg) fg@se systems in English, it
may be useful to discuss how past tense systemis wdearners’ previously
learned languages for comparison. Students caroiragheir learning by seeing
the differences and similarities and finding patsethat allow them to avoid
inter-language errors. Students aware of the petter their existing languages
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and encouraged to recognize the patterns of tgettlanguage are more likely to
find ease in the process of reanalysis of wordssanuttures that may be difficult
to segment meaningfully.

4 Conclusion

In order to take full advantage of working with aadound cross-linguistic
influence in the classroom, more research is nacgss positive cross-linguistic
influence to add to the considerable amount ofaresedone concerning negative
cross-linguistic influence. Instructors should bdlyf aware of the deeper
linguistic characteristics of both the target laage and the languages that the
students have previously learned in order to maeémieaching potential.
Teaching a language is not always about breakieghtibits of the previous
language or languages, it is also about becomiwodcpnt in an additional
communication medium. As such, instructors requiny skills and insights
above and beyond knowledge of cross-linguistiaigriice. That said, making the
most of the impacts of contrasts and commonalltiegsveen previously learned
and target languages constitutes an important glathnguage learning and
teaching as a whole.
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The effects of time compression
on the comprehension of natural
and synthetic speech
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Synthetic speech is commonly used as the outputakig text-to-
speech synthesizers. The purpose of this study determine if high
quality synthetic speech, such as the type usedplegch-generating
devices, is perceived as well as natural humancspdsttle research
has looked at the comprehension of synthetic versisral speech
through the dimension of time compression. Thigaesh fills that gap
by comparing the comprehension of time-compresssdral speech
signals and time-compressed synthetic speech sighakecondary aim
is to determine the quality of current text-to-sgeéT TS) synthesizers
that come with current (as of 2010) computers. His &xperiment,
signal comprehension was tested with a speedeérsmnterification
task. Participants were able to verify natural shesentences faster
and more accurately than synthetic speech senteAdeditionally, as
the sentence compression rate was increased, cbhemzien became
more difficult for both speech conditions, with tigeeatest adverse
affect being found for synthetic speech compretwemsi

1 I ntroduction

Synthetic speech generators have become an imptotrin the lives of many
individuals. It is common for people with languadjeorders and delays to use
speech synthesizers to augment their communicadiod, within the past few
years, both Windows and Macintosh computers havdppgd their newest
models with pre-installed text-to-speech generatdise majority of these
devices use text-to-speech synthesis wherein gnagshedigits, and words are
entered using a keyboard or touch screen as imith is then converted into a
synthetic speech waveform by a set of algorithmies (Koul, 2003; Koul &
Clappsaddle, 2006). Studies investigating whatcefié any, speech generating
devices (SGDs) have on the lives of individualshwitild to severe intellectual
disabilities, visual impairments, and special comication needs have clearly
shown that SGDs make a profound difference. Thesizeés have been shown to
be more effective than vocalizations, gesturesramdelectronic communication
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boards in conveying information, and they lead to iacrease in positive

communicative interactions with peers and suppersgnnel (Koul, 2003; Koul

& Clapsaddle, 2006; Koul & Hester, 2006). Even tjou5GDs play such an
important role in the lives of many individualsetuality of the synthetic speech
is not guaranteed, and depending on the sophisticaf the device, the output
may vary greatly (Koul, 2003).

Since the middle to late 1980s, many researchess ¢t@mpared the quality
of synthetic versus natural speech (Hoover et @871 Logan et al., 1989;
Mitchel & Atkins, 1989; as cited in Koul, 2003; Minda & Beukelman, 1987).
Speech signal quality is discussed in terms ofligieility and comprehension,
where intelligibility refers to an individual's dlty to recognize phonemes and
words presented in isolation, while comprehensiequires that a listener
transform the linguistic message into a meaningfahtal representation (Koul,
2003). The present study tests for signal comprbarbecause it is important
that people are able to construct meaningful mergptesentations from the
synthetic speech used in speech generating deWWoes.(2003) suggests that,
for single word identification tasks conducted dieadl listening conditions, there
is no significant difference between the perceptadnhigh-quality synthetic
speech and natural speech. Other research hasrggfiee opposite view: that
digitized or synthetic speech is more difficultperceive than natural speech and
demands greater cognitive resources to processy(RUPisoni, 1992; Francis &
Nusbaum, 2009; Mirenda & Beukelman, 1987). Sineedtivent of the first text-
to-speech computer-based system in 1968, formamhesis technology has
greatly improved. One aim of the present study iagsess the quality of current
text-to-speech synthesizers that come pre-installeéw computers.

Past research has tested the quality of synthpBech by manipulating
variables such as background noise, age of listerieliectual ability of listener,
and experience with the signal (Koul, 2003; KouH&nners, 1997Mirenda &
Beukelman, 1987). However, to the best of our Kadge, no study has tested
the quality of synthetic speech by manipulatingesperate. For participants, fast
speech rates create an adverse listening condfidenk & Devlin, 2010; Adank
& Janse, 2009; Dupoux & Green, 1997; Golomb, PedlaVingfield, 2007;
Janse, 2004; Pallier & Sebastian-Gallés, 1998)chvis desirablavhen signal
quality is being tested. Additionally, Dupoux andeén (1997) have pointed to
time-compressed speech as being an ideal indepewaeable for a number of
reasons. Firstly, with linear time compression,egbpesignals can be altered in
quantifiable and measurable ways to create stithatiare outside the bounds of
everyday experience. Secondly, newer compressgoritims such as Praat’s
“Pitch Synchronous Overlap and Add” (PSOLA) funotio(Boersma & Weenik,
2009), used in the present study, allow speecte toompressed without deleting
segments of the original signal or creating disicaiities, which was common
with older compression techniques. Finally, compees speech affects the
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perceived rate at which the signal was produced¢ase of this, it has been
argued that any perceptual effects found for timengressed speech can be
compared with, and generalized to, more naturahgbsi in speech rate (Dupoux
& Green, 1997).

Adank and Janse’s (2009) study of perceptual legrmnechanisms used
naturally fast and linearly time-compressed spaedcitudy human adaptation to
atypical speech signals. Participants were askgubtform a speeded sentence
verification task for both naturally fast and adiilly time-compressed stimuli.
Surprisingly, the researchers found that time-ca@sged speech was easier to
adapt to — as measured by faster reaction timesoaeall higher verification
accuracy — than natural fast speech. This finduqgpsrts past research, which
had found that natural fast speech is difficuliattapt to because it is not only
temporally compressed, but it is also spectrallffedint from regular
conversational speech (Janse, 2004; Adank & Ja?8@9). The spectral
variation that occurs with fast speaking rates @&used by the increased
occurrence of coarticulation and segment deletmnghange in the overall
prosodic pattern of the speech stream, and a tepdenreduce the duration of
vowels and unstressed syllables.

The naturally fast stimuli used in Adank and Jas$2009) study were all
produced by a single individual. The speaker wastructed to read 180
experimental sentences aloud as declarative statena¢ his normal speaking
rate, while recordings were taken. He was therrungtd to produce all of the
stimuli again by reading each individual sententmuc four times in quick
succession so as to achieve a very fluent speakiteg It was found that, on
average, the fast versions of the sentences wempregsed to approximately
46% of the original sentence duration, with thedasitems being produced at
approximately 33% of the original sentence durafiddank & Janse, 2009).
Given that such fast speech rates are achievablaubyan articulation, we
predicted that our participants would be able tonprehend at least some
sentences presented at such fast rates, as thdyawé had experience with these
fast speech rates during their lifetime. Dupoud &reen (1997) also analyzed
perceptual adjustment mechanisms for highly consgeesatural speech. Their
fast stimuli were compressed to 38% and 45% ofottiginal speaking rate. It
was found that the sentences compressed to 38%einfdriginal duration were
difficult for participants to understand, and thhe adjustment process took
longer for stimuli that had been compressed to eatgr degree (Dupoux &
Green, 1997). The literature shows that increapedch rates are more difficult
to perceive and comprehend than conversationachpeg¢es (Adank & Devlin,
2010; Adank & Janse, 2009; Dupoux & Green, 1997jo@b, Peelle, &
Wingfield, 2007; Janse, 2004; Pallier & Sebastiai€s, 1998). For the present
study, it is predicted that, as the compressiore ret increased across
experimental blocks, signal comprehension will meeomore difficult in both
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the natural and synthetic stimuli conditions. Theeexch signal that facilitates
comprehension at a higher rate of compression gllconsidered to be the
higher quality signal because it allows for comemdion in the more difficult
listening condition. We predict that for a morefidiflt task such as the speeded
sentence verification task employed here, partigpavill not comprehend the
synthetic speech as well as they comprehend napesch. Furthermore, it is
predicted that an increased sentence compresg®mvilihave a more negative
effect on synthetic speech perception than on abspeech perception.

The overall findings in previous literature canduenmarized as follows. a)
Naturally spoken words and sentences have typidaln shown to be more
intelligible and comprehensible than synthetic speowever, depending on the
sophistication of the synthesizing device there imayo noticeable difference in
speech quality. b) Time-compressed speech is peefeover naturally fast
speech, and c) fast speech rates are more difficudbmprehend than normal,
conversational speech rates.

While past studies have compared fast natural speéh time-compressed
natural speech, there is a research gap with respebe comparison of time-
compressed natural speech with time-compressethetimispeech. The aim of
this study is to address this gap in the literat8pecifically, by manipulating the
variable of speech rate, we determine whether syictspeech is comprehended
as well as natural human speech. Secondly, we lisstatvhether or not
comprehension deteriorates equally for both spesghials as the speech rate
increases. Based on these results, we assessafitg qticurrent (2010) text-to-
speech generators that come pre-installed with @isd and Macintosh
computers. Since much of the research on syntliesjzeech took place over 20
years ago, we predict that the quality of synthebizpeech will have improved.
If the sophistication of text-to-speech generatws significantly improved, we
predict that the participants who are presenteth syinthetic time-compressed
speech will not perform significantly betteor worse than those who are
presented with natural time-compressed speech. éZsaly, if the quality of
speech synthesizers has not improved over théwastiecades, we predict that
the participants who are presented with synthéteicompressed speech will
perform worse than those who are presented withiraatime-compressed
speech.

! “Better” is quantified as a faster reaction timedehigher percent accuracy for the
speeded sentence verification task.
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2 Materials and methods
2.1 Participants

Twenty-five participants (12 male, 13 female) topkrt in the study. All
participants were native Canadian English speabetseen the ages of 18 and
30. They reported having limited linguistics traigj no major previous exposure
to time-compressed or synthesized speech and ningelass, although no
audiometric test was given. All participants gakeitt written informed consent
to participate in the study, and were not paidanpensated for their time.

2.2 Speech stimuli

This experiment included two sets of auditory slimone synthetic speech set
and one natural speech set. Each stimuli set cmttaiecordings of the same 96
true-or-false sentences adapted from Baddeley, iEmahd Nimmo-Smith’'s
(1992) Speech and Capacity of Language Processisiy dr SCOLP, which was
used by both Adank and Janse (2009) and Adank aadirD(2010). The
sentences were slightly altered from their origif@mat: new subjects and
predicates were substituted for the original canmtesrds. The substituted lexical
items were all common, high frequency English wor@sly high frequency
English words were used in order to avoid a possibinfound stemming from
lexical confusion. Although the sentential conteas altered, the general format
of the SCOLP sentences was preserved because SE€@itences have been
widely tested and have proven to be a reliable greasf language
comprehension (Adank & Janse, 2009). A completeolighe sentence stimuli
used in the present study is given in the Appendix.

The statements made in the sentences were all ugaooisly true or false
(e.g., “An ant is a small insect.” versus “Eleplsaate small insects.”) in order to
ensure that each statement was verifiable. Eaehsentence had a false sentence
counterpart, as demonstrated in the above exartipls, 48 pairs of sentences
were used in the experiment. All of the sentencesew or 8 syllables long, in
order to avoid a possible confound of variable esece# length. A number of past
studies have used syllables as the unit of measmemhen controlling for
sentence length or for the speed of sentence peatgen (Adank, & Devlin,
2010; Adank & Janse, 2009; Dupoux & Green, 1997sda2004).

Of the 96 sentences, 16 were used for pre-tasiriga The remaining 80
sentences were divided into 5 experimental bloskth, each block containing 16
trial sentences, as is shown below in Table 1. &h&8 trials were semi-
randomized within their respective blocks. Thergenan equal number of true
and false statements within each block, and seatpaics were distributed across
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blocks so pairs did not occur together. The semtenwere linearly time-
compressed to five different percentages of thegiral duration using Praat’s
Lengthen(Add-Overlap) function under “Synthesize > ConvgiBbersma and
Weenik, 2009). The compression rates used were:, 48%, 38%, 36%, and
34% of the original sentence durations.

Table 1. Experimental Design. Each block contaib@dentences, followed by 3000 m.s.
to respond. Once the answer was recorded, thera @€ m.s. silence before the next
sentence began. Compression rates (%) ranged #8trid 34%.

Practice Block 1 Block 2 Block 3 Block 4 Block 5
(44%) (42%) (40%) (38%) (36%) (34%)

These compression rates were selected on the dfagast research and a
participant pre-test. It was decided that each Klshould include 16 trial
sentences because past research has demonstedtedrtiprehension of a rapid
or unusual signal improves over time, and that mdization typically stabilizes
after 14-18 sentences worth of experience withvargsignal (Adank & Devlin,
2010). The researchers wanted to allow participargafficient number of trials
at each compression rate so that participants caoablith near optimal
comprehension performance.

Because the aim of the present study is to comipb@&e&omprehension of
time-compressed synthesized speech with the compsam of time-compressed
normal speech, two versions of the same 96 serdemere created, one normal
speech version and one synthesized speech versfomonolingual female
speaker of English from Summerland, British ColumbCanada recorded the
natural speech stimuli. Her recordings were mada Bound-attenuated booth
using an M-Audio Luna microphone from the largeptiiagm condenser family.
The synthesized versions of the experimental stimalte generated using the
text-to-speech “Anna” (Microsoft Inc.) voice thaimes included with Windows
7- and Windows Vista-equipped computers. Thesehsgited sentences were
externally recorded with an M-Audio Microtrack sbistate recorder. Both the
natural and synthetic sentences were clipped t@ lz&vo seconds of silence
before and after the utterance and saved into é8&rate files. The files recorded
by “Anna” were time-compressed or enhanced to heldgngth to their natural
spoken counterpart.
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2.3 Procedure

The study was conducted in the University of VigdPhonetics Laboratory. All
participants received oral instructions read frorecept before the experiment
began. Participants were randomly assigned toreitigesynthetic or the natural
speech condition. Group A heard natural stimulijlevgroup B heard synthetic
stimuli. The tasks for each group were the sameayeae the sentences in each
set. This is in accordance with the atypical bldelsign taken directly from
Adank and Devlin (2010). The experiment was rurtten software program E-
Prime (Schneider et al., 2002a, 2002b). Particppdietard the sentence stimuli
through headphones at a comfortable sound levethwhey determined.

As previously mentioned, the current study willliregte the atypical block
design employed by Adank and Devlin (2010). An &igpblock design requires
that each participant be tested with only one eftito possible signal types. This
design is necessary because it has been showaoaihiiually alternating signal
type limits behavioral adaptation, thus prevenpagticipants from reaching their
optimal performance level (Adank & Devlin, 2010)edause the goal of this
experiment is to test the upper limits of syntheticd natural fast speech
comprehension, any inhibition of adaptation woudddetrimental to the study.
Thus, participants were tested on the normal orsthehesized speech signal
only.

The participants were first presented with 16 faaritation sentences. The
task of the participant was to decide on the vlidf each sentence statement
presented, and indicate their true-or-false respassquickly as they could with
a keyboard button press. Reaction times longer 338 m.s. were coded as ‘no
response’ and E-Prime automatically presented the sentence token in the
sequence. Both accuracy and reaction time measntemere recorded for each
sentence trial. Both measurements were recordexider to capture in greater
detail the cognitive processing costs requirecconprehending synthesized and
normal speech signals at different compression sratReaction time
measurements were taken from the end of the autiiofdllowing similar
previous research procedure (Adank & Janse, 200@nRk & Delvin, 2010).
Good signal comprehension is defined as a high lelveesponse accuracy and
short reaction times because these behaviors bedicat the participant was able
to easily comprehend and respond to the stimulasepted (Adank & Delvin,
2010).
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2.4 Dataanalyss

Both response accuracy and response time measuremene used as the
dependant measures in this study. A total of 2Egigantsx 96 trial sentences

x 2 measurements per trial = 4800 data tokens tlyzn&2400 accuracy tokens,
and 2400 response time tokens). Accuracy and resptime averages were
compared between the two speech type conditionsvene analyzed across the
five compression rate blocks.

3 Results

Table 2 shows the average reaction times and agcyrarcentages for the
synthetic and natural speech conditions. Overaltigipants had shorter reaction
times in the normal speech condition versus theéhgyit speech condition. The
normal speech condition participants also had hdri¢evel of accuracy in their
sentence verification responses. Taken togethesgetitwo findings suggest that
there is a main effect of speech type on comprebensormal human speech is
easier to comprehend than synthetic speech.

Table 2. Average reaction times and percent acgwaaoss all five blocks.

Reaction time (m.< Accuracy (%
Norma Syntheti Norma Syntheti
Average 1015.0: 1370.0:¢ 85.4 62.5

Figure 1 plots participants’ average response acyufy axis) in making a true
or false decision as a function of the signal’'s poession rate/speea @xis).
Average response accuracy for participants in tienal speech condition (black
bar graphs), are plotted against the average respaccuracy of participants in
the synthetic speech condition (grey bar graphgure 1 shows that participants
responded more accurately in the normal speechittmmdhan in the synthetic
speech condition, for all of the five different cprassion rates. In the normal
speech condition, the lowest response accuracpgeeras 83.9% and occurred
in Block 3 at a 38% compression rate. In the syithgpeech condition, the
lowest response accuracy average was 62.5% andreddén Block 5, at a 34%
compression rate. In the normal speech conditieerage accuracy rose and fell
in random fashion across blocks; there did not appe be a main effect of
compression rate on response accuracy. In theaetjmpeech condition average
accuracy rose and fell as it did in the naturalespecondition, however, there
was a general trend that participants in the syiatlspeech group became less
accurate in their responses as the compressiowaaténcreased.
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Average response accuracy for normal vs.

o synthetic time compressed speech
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Figure 1. Average response accuracy plotted asnetifun of speech type and signal
speed (compression rate).

Figure 2 plots participants’ reaction timgsais) in making a true or false
decision as a function of the signal's compressair/speedxaxis). Reaction
times for participants in the normal speech coaodit{black bar graphs) are
plotted against the reaction times of participamtithe synthetic speech condition
(grey bar graphs). Figure 2 suggests that partitipén the synthetic speech
condition required a longer amount of time to makesentence verification
decision than did the participants of the normaéegih condition. When
analyzing reaction time performance across comjmmedsgocks, we see that in
the synthetic speech condition participants’ r@actimes became steadily slower
as the compression rate of the signal increased.deneral way, this effect was
also seen in the normal speech condition as wigllir€ 2 suggests that there is a
main effect of compression rate on decision respdimse, and that the normal
speech signal is easier to perceive than the syngmeech.
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Average response time for normal vs.
oo Synthetic time compressed speech
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Figure 2. Average reaction time plotted as a fumcf speech type and signal speed
(compression rate).

4  Discussion
4.1 Keyfindings

The results demonstrate two important points. Filgty show that listeners are
not able to comprehend synthetic speech as wethegs comprehend natural
speech. This goes against Koul (2003), who founithgfic speech to be of
comparable quality to natural speech, although rttzgority of the literature
supported the view that synthetic speech is mdfiewt to perceive and requires
greater cognitive resources to comprehend (DuffyPi&oni, 1992; Francis &
Nusbaum, 2009; Mirenda & Beukelman, 1987). Listeperformance in the
present experiment confirms that synthetic spesciore difficult to process
than natural speech. Individuals in the synthegieesh condition had longer
reaction times and lower response accuracy aver#dgms normal speech
participants for all five of the compression rates.

Secondly, the results show that the adverse listecondition of fast speech
makes comprehension more difficult for synthetiecesgh listeners than for
natural speech listeners. Both the average acgcuesalts and the reaction time
results support this finding. In both speech caodg, the average accuracy of
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participant responses rose and fell as the comipresste was increased. In the
normal speech condition, participants’ average r@wyu for Block 1 (42%
compression) was 86.5% and their average accuracyBfock 5 (34%
compression) was 85.4%. This indicates that inangathe speed of natural
speech does not have a large effect on participability to accurately verify
sentences. In the synthetic speech condition, hermvéwcreasing the speed of the
signal did affect comprehension performance. Theage response accuracy for
the synthetic speech group in Block 1 was 74.5%, this already low figure
dropped to 62.5% accuracy by Block 5, a differeoel0%. The reasons why
synthetic speech comprehension may have been susatly affected by a fast
signal presentation rate will be discussed in tbtdow.

The reaction time results also suggest that theposinension of synthetic
speech is more affected by an increased signaltmate normal speech. In the
normal speech condition, the average reaction tifngarticipants rose and fell
across blocks, although the general trend wasréaation times became longer
as the presentation rate increased. For the namegich condition, Block 2 (40%
compression) had the shortest average reactionafir@81.00 m.s. Block 5 (34%
compression) had the longest average reaction ©e204.89 m.s. The
difference between the fastest and slowest reattizn averages for participants
in the natural speech group was +323.89 m.s. Tbheesdt average reaction time
in the synthetic speech condition occurred in Bl@ck40% compression) and
was 1256.59 m.s.; the longest reaction time aveoagerred in Block 5 and was
1666.40 m.s., a total difference of +409.81m.s. Tdwt that there is a larger
reaction time difference for the synthetic speecup than for the natural speech
group suggests that participants in the synthgimesh condition were more
adversely affected by the increase in speech rate.

In sum, our results show that listeners are nat &dbkcomprehend synthetic
speech as well as they are able to comprehendahatpeech, and that an
increase in speech rate has a greater adverse @ffegnthetic speech perception
than on natural speech perception. These findingsraline with our original
hypotheses. Despite the technological advanceshtha greatly improved the
quality of synthetic speech in recent years, tlaeeea variety of possible reasons
why people are still unable to comprehend synthstieech as well as they
comprehend natural human speech. First, let usidemshe Windows 07’s
“Anna” voice that was used in the present studye Microsoft “Anna” voice
was created with formant synthesis technologyotmbant synthesis, the different
acoustic parameters of speech such as fundamestjakeicy, voicing, and signal
amplitude, et cetera, are produced by algorithmlies; which create the artificial
speech waveform. For this type of speech synthgds,common that only one
or two acoustic cues will be specified to distirgjua given phoneme, and often
the same acoustic cues are used for more thanhmmeme. Researchers Francis
and Nusbaum (2009) identify this impoverished ansleading cue structure as
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being the primary reason why synthetic speech pémecan be so difficult. In
natural speech, there are multiple acoustic cussirtkeract to create the percept
of a specific phoneme. In synthetic speech, on dtiteer hand, perceptual
ambiguity may be increased because (1) fewer descuges have been encoded,
so the relationships between the synthesized acausts may be uninformative
and misleading in comparison with the cue structfreatural speech, and (2)
the same patterns of acoustic cues appear in degrenge of contexts for
synthesized speech (Francis & Nusbaum, 2009). Tdgsustic-phonetic
ambiguity, which is found in synthetic speech, iseopossible reason why
synthetic speech comprehension is difficult. Albecause speech synthesizers
are engineered by humans, there is always thelldgsihat human engineering
errors could result in misleading cue structureafeis & Nusbaum, 2009). In
such circumstances, the listeners would need tm l@ainhibit their perceptual
intuitions for the poorly engineered contexts iresfion.

Another possible reason why the synthetic spedatutmay have been
more difficult to comprehend is that this studyteelsfor listeners’ comprehension
of synthetic speech rather than just the intelligyb of the signal itself.
Comprehension requires a higher level of cognifikecessing than does simple
perception because comprehension involves peregptacoustic-phonetic
mapping, and lexical access (Koul, 2003). In fagen for high quality synthetic
speech, a substantial portion of cognitive resauare allocated to deciphering
the acoustic-phonetic structure of the signal,ilegiewer resources available for
higher level semantic processing (Duffy & Pisorn®92). Because a speeded
sentence verification task is a relatively complesk, it is possible that
participants’ cognitive resources were focusedawm level perception and thus
unable to efficiently construct a mental represionaof the message. If this
were the case, such findings would have importamlications for speech-
generating-devices and for the individuals whothsen.

4.2 Limitations

A limitation of this study is that true-or-falseréence pairs were used for the
experiment stimuli. The 96 sentence pairs used wadlealtered SCOLP
sentences. SCOLP format sentences were chosenskettas SCOLP test has
been proven to be a reliable measure of languaggmhension (Adank &
Janse, 2009), and because similar studies invollirearly time-compressed
speech had used these sentences in the past (&ddakse, 2009; Adank &
Devlin, 2010). Unfortunately, many of our partiaips reported that after they
had gained some experience with the speeded sentemification task, they
realized that the sentence stimuli were arrangtedgairs, (e.g. “Governors work
in politics.” vs. “Strawberries work in politics.’§nd that one member in the pair
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would always be true and the other would alwaysfdise. This awareness
enabled some participants to respond faster fos#tend sentence in a pair —
they exhibited a repetition priming effect. The @&se in reaction time and
increase in accuracy, which accompanied their itapetpriming effect, meant
that some participants performed better as thegrhedncreasingly familiar with
the words used in the sentences, and with the reegehemselves. This effect
counter-acted the decrease in comprehension thatpvealicted to occur as the
speech signals became increasingly fast. If mamnyglsvare initially recognized,
then it is relatively easy to engage in a guessingtegy that reconstructs the
initially unintelligible words (Dupoux & Green, 199 Thus, for the second
sentence in a pair it is possible that guessingiegites had a larger effect on
response accuracy and reaction time than did asimgrel comprehension. Future
trials of this experiment could address this deficy by continuing to use
obviously true or false sentences for verificatibnt ensuring that each sentence
occurs in isolation with no semantically related gam.

Another possible limitation of this study is thhetcompression rates used
were not as widely distributed as they perhaps lshoave been. Recall the five
different linear time compression rates employethia study: 42%, 40%, 38%,
36% and 34% of the original sentence durations.dbypand Green (1997)
found that sentences compressed to 38% of thejmatiduration were difficult
for participants to understand, while Adank and li»e\{2010) found that
listener’s required 10-20 sentences to adapt tenmbthat had been compressed
to 35% of its original duration. In light of the mibadictory past research, a pre-
test was administered to 3 participants in ordeddtermine a suitable range of
compression rates. Participants in the pre-testheight sentences at each of the
seven possible compression rates: 44%, 42%, 40%, 38%, 34% and 32%.
Participants were seated in a quiet room and thiesees were played over a
loudspeaker for all to hear. The pre-test participaexhibited excellent
comprehension at the 44% compression rate and asiiadt difficulties in
sentence comprehension starting at the 36% congnesge. On the basis of the
pre-test participants’ performance, it was deciteat a 44% compression rate
would be used for the training stimuli and thai8&3compression rate should be
the median experimental compression value. We ciexdli that participant
comprehension in Blocks 1 and 2 (42% and 40% cossjor) should be quite
good as these two rates are slower than the m&dée value. We similarly
predicted that comprehension in Blocks 4 and 5 (26% 34% compression)
should be quite poor as these two rates were féstaer the selected median
value. Surprisingly, the experimental participais both speech conditions
exhibited high comprehension throughout the expemimEven in Block 5, the
fastest compression rate presented, participanteisynthetic speech group still
performed at above chance level (62.5%) for seeterarification accuracy.
Future trials of this experiment could address tlgBciency by using a broader
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range of compression rates so as to better dedintsat relationship between
compression rate and comprehension. Furthermoeepike-test is administered,
stimuli should be delivered in the same way (eogdbpeaker, headphones) as it
will be delivered in the experiment.

5 Conclusion

In conclusion, our results have shown that desmgitent advances in formant
synthesis technology, listeners are still unableaimprehend synthetic speech as
well as they comprehend natural human speech. iaddity, the comprehension
of synthetic speech is more affected by adversenlisg conditions such as
increased speech rate than is natural speech. 8etaxt-to-speech generators
play an important helpful role in the lives of védly and communicatively
impaired individuals, and are widely used in theld$ of language translation,
business, and entertainment, these results aréyhiglevant. They indicate that
further work is needed to improve the quality ofitsxetic speech for the sake of
all individuals who use such signals. Our resuitsstadd to the sizable body of
research on synthetic speech perception. The psrarsuggest that a similar
study, which uses time-compressed speech to contparequality of many
different text-to-speech generators, would be beiaéto this field.
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Appendix

The number of syllables in each sentence is ligtede right of the sentence.

Setl

Set 2

10.

11.

12.

13.

14.

15.
16.

Beavers build dams inthe 8
river.

2. A tomato grows on a 8
plant.

3. Telephones can be boughs
in stores.

4. Motorcycles drive on the 8
road.

Fish breathe oxygen througtv
gills.

Donkeys carry heavy loads.

Carrots grow in a garden.
An architect has a job.

A camel is a kind of bird.

Dishwasher fluid walks the 8
streets.
Fathers are stored inthe 8
toolbox.

Biking is slower than 8
walking.

Buddhism is a pencil box.
Backpacks are always 7
women.

Elephants are small insects.
April is a summer month.

1. Governors work in politics. 8
2. Monks live in a monastery. 8

3. Shovels are used in the 8

garden.

4. Sirloin steaks are sold by 8
butchers.

5. Aleopard has a fur coat. 7

7 6. Butterflies haviennae. 7

7 7. A butcher worka shop. 7
7 8. Wool is made frosheep's 7
coat.
3 9. Eagles build daimthe 8
river.
10. A rainbow trout grows ona 8
plant.
11. Oxygen can be boughtin 8
stores.
12. Fresh lemonade drives on 8
the road.
8 13. Pigs breathger through 7
gills.
14. Babies carry heavy loads. 7
7 15. Beavers gr@angarden. 7
7 16. A vegetable &hfsh. 7
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Set 3 Set 4
1. A cake is baked in an oven. 8 1. Atankis apoa of war. 8
2. Elephants are living beings. |8 2. A minuteix$ysseconds. 8
3. Tables and chairs are 8| 3. Exerciseisgoodforyour 8
furniture. health.
4. Wooden chairs are for sitting8 | 4. A trout is a species of fish. 8
on.
5. Geese can flylong distances. | 7 5. A melontigpa of fruit. 8
6. Bees fly around looking for 7 | 6. Spoons are used for eating 7
food. soup.
7. Acaptaincommandsthe 7| 7. A shedis used for storage. 7
ship.
8. Knives are used in the 7 8. Wine bottles are made of 7
kitchen. glass.
9. A bike is a weapon of war. 8 9. Strawberrieskaor 8
politics.
10. An hour is forty minutes. 8 10. Donkeys liveain 8
monastery.
11. Smokingis very good for 8| 11. A cakeis used inthe garden. 8
your health.
12. An antis a species of fish. 8 12. Architentssold by 8
butchers.
13. Acabbage is atype of fruit. |8 13. A goldfteks a fur coat. 7
14. Forks are used for eating 7 | 14. Bathroom sinks have 7
soup. antennae.
15. Nurses are used for storage. | 7 15. A lion worlsshop. 7
16. Policemen are made of 7| 16. Inkis made from a sheep's 7
glass. coat.
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Set 5
1. A pelicanis a bird species. 8
2. Police officers walk the streets. 8
3. Hammers are stored in the toolbox. 8
4. Walking is slower than biking. 8
5. Buddhism is a religion. 8
6. Mothers are always women. 7
7. Anantis a small insect. 7
8. August is a summer month. 7
9. Dentists are baked in the oven. 8
10. Cabinets are living beings. 8
11. The plastic doll is furniture. 8
12. Computers are for sitting on. 8
13. Grapes can fly long distances. 7
14. Flies walk around looking for food. 7
15. A leopard commands the ship. 7
16. Snakes are used in the kitchen. 7
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Do Japanese ESL learners’ pronunciation errors
come from inability to articulate
or misconceptions about target sounds?

Akitsugu Nogita
MA Student, University of Victoria Linguistics
akitsugu@uvic.ca

This paper aims to examine whether Japanese EragishSecond-
Language (ESL) learners’ pronunciation errors are t their inability
to articulate, or to misunderstandings of targebrgmes and the
English phonological system. Four Japanese ESlnéearread an
English passage and some particular segments walgzad for errors.
After the analysis, each participant was intervigvedout the errors.
Results showed that the participants often purgopebnounced the
same phoneme written with the same alphabet I€ifeerently. For
example, <v> in “gave” and that in “traveler” wargsunderstood to be
different phonemes. On the other hand, differemingimes spelled with
different alphabet letters were often purposelynprmced the same.
For example, <ar> in “hard” and <ir> in “first” wemisunderstood to
be the same phoneme. In addition, participantsndidunderstand the
whole picture of the English phonological inventoryargue that the
participants’ mispronunciations are often due te fact that they
reportedly had not yet been taught basic Englismbs}sound
correspondence rules, not necessarily due to thefility to produce
particular sounds. Since letter knowledge precptiememe awareness,
the participants were not quite aware of Englishrn@mes. If Japanese
ESL learners in general adopt the same behaviawnupciation
lessons need to pay more attention to Japanese |[E&iners’
understanding of the basic English phonologicatesys not only to
what learners actually produce.

1 Introduction

This paper examines second language (L2) learnarderstandings of the
phonological system of a target language at thensatal level. The motivation
of this study comes from the author’s speculatf@t pronunciation errors by L2
learners are not necessarily errors, but insteag mesult from learners’ own
interpretations of L2 phonology due to learnergigaage backgrounds in which
they have not yet been taught the phonologicaksysif their target language.
For example, if a Japanese English-as-a-Seconddageg (ESL) learner
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mispronounces “change” agegtds]* when it is supposed to be pronounced as
[tfends], it would be careless to immediately concludet tttee learner has
difficulty in the distinction between the tense \a\je], as in “pain,” and the lax
vowel [g], as in “pen,” because the learner’s first languéigl) does not have
this tense and lax distinction. There is a posgjbihat the learner has not yet
been taught the basics of the English vowel systemd the learner
misunderstands that “change” is supposed to beopraed as [tnds]. If this is
the case, the learner has yet to attempt to pra®lchange” as [ends], and
there is no way to know whether the learner haficdify with [e]. Once the
learner has been taught to pronounce “change” fead, the learner might
produce it without difficulty. Apparently, in therea of L2 pronunciation,
analyses of learners’ understandings of L2 phonolag less common than
phonetic or phonological analyses of what learrgctually pronounce. To
address this gap in the research, this paper eeamitether Japanese ESL
learners have proper knowledge of English soundenwithey commit
pronunciation errors.

2  Background
2.1 Literature review

L2 learners’ pronunciation errors are caused byofacother than difficulty in
production. One possible factor is cognitive skifer example, according to a
finding of Fraser's (in press) study of /I/ and distinction by Asian ESL
learners, the participants produced these sounti®uwtimuch difficulty, despite
the fact that participants were unaware that /ld dri were two different
phonemes, which change lexical meaning in English.

Another possibility is what Richards (1971) call#dlse concepts” and
what Stenson (1974) termed “induced errors” (asdcih Brown, 2007). These
are errors caused by misleading teaching. In faggrez and Tanaka’s study
(2001) with 88 Japanese college students founddibft of the students claimed
that their pronunciation problems came from a latkronunciation instruction
in their six years of English curriculum in juniand senior high school. Another
24% felt psychological barriers had hampered coronunciation: when
students try to pronounce English accurately, theyafraid of being teased or
they feel embarrassed. From a teacher’s perspeatieerding to Muroi’s (2005)
observation in Summer Teacher Training, about 30% e Japanese teachers of
English answered that they had never taught proatioc to their students.

! Phonemic transcriptions of English vowels in thégoer are based on “American
English “R-Colored” Vowels as Complex Segments” &@r¢2001).
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More specifically, Avery & Ehrlich (2003) explainesh example of induced
errors. They suggest that many mispronunciationBdoyuguese speakers come
from the influence of the Portuguese spelling systather than from difficulty
producing particular sounds; teachers with Portagustudents often familiarize
themselves with the Portuguese spelling systemordang to Bayraktarglu
(2008), in terms of L2 learners’ pronunciation esto Ll orthographic
interference and L1 phonological interference aoenmetely different; the
former is differences of one-to-one letter—soundespondence between L1 and
L2, while the latter is differences in the soundteys. The Japanese writing
system hasRomaji Japanese Romanization, in which the symbol-sound
correspondence rules are quite different from thodenglish in many respects.
If Japanese learners of English familiarize theweselwith the sound-spelling
correspondences of Japanese Romanization simildottuguese learners of
English, then their pronunciation errors may besault of orthographic influence.

Moreover, L2 learners may need orthographic knogdeaf the target
language in order to understand its phonologicaltesy. Siegel and Wade-
Woolley (1997) stated that phonological processamgl literacy are strongly
related. According to Carroll’s (2004) study abbrsdt language (L1) acquisition,
letter knowledge precedes phoneme awareness; letieming helps children
learn to separate phonemes from phonetic contexts identify the same
phoneme in different words. As well, according mo& (2004), English speakers
may understand that an alphabet character corrdsgoran individual phoneme.
When the number of alphabet characters and the ewunfbphonemes do not
match, for example “month” (five characters) andifd (four phonemes), adult
English speakers try to reconcile the contradistioninformation, which results
in difficulties in identifying the number of phonesiin the words (C. Pytlyk, in-
class presentation). Furthermore, Goble (2002)aledethat his participants,
Japanese college students, astonishingly lacketkaess that English loanwords
in Japanese and their English counterparts arerdrff entities, and the students’
pronunciation and spelling errors showed an inat@inamount of loanword
influence. Since Japanese has many loanwords froglish, Japanese ESL
learners’ mispronunciations may come from loanwnoterference, rather than an
inability to articulate. If Japanese ESL learneesraot taught the English spelling
system, they might be deficient in phonological semass in English as well. It
is worth examining this possibility.
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2.2 Research questions

The present study is designed to address the fioliptwo questions:

1) When Japanese ESL learners make pronunciationsgdo they try to
pronounce target sounds but fail to articulate tiaegets, or do they
misunderstand or not know the target sounds tonbegih? | specifically
examine some segmental errors, namely the consoban®/, v/, IIl, &, Ifl, Inl,
the distinctions between /s/ arjd /t/ and /f/, and /d/ and A&l before high front
vowels, and the vowels /aef/ And /e

2) If Japanese ESL learners do not have knowlefigarget sounds, what
lessons do they need to understand target souapsriy?

3  Methods
3.1 Participants

There were four participants, labelled as P1, P2,aRd P4. They were all
Japanese ESL learners in British Columbia, Canadee the majority of
Japanese people, all of the participants had stugiglish in junior and senior
high school for six years. All of them claimed thia¢y were not confident with
their pronunciation, nor could they read the Iné¢ional Phonetic Alphabet
(IPA), except P4, who was trying to learn the IPA leer own. P1 had been
taught English by her mother who spoke British &iglso P1's pronunciation
might have been influenced by this exposure to Blnéish accent. P1 was
working, P2 was in a lower-intermediate class, &8 and P4 were in an
intermediate English class in an ESL school. TAldemmarizes a number of the
participants’ traits.

Table 1. Summary of participant characteristics: Khnsai= Osaka and Kyoto area.
Kanto= the area around Tokyo.

P1 P2 P3 P4
Age: 33 28 20 19
Gender: F F F F
Length of residence in Canada: 3 years 5 months  orihm 5 months
Home region in Japan: Kansai Kanto Kanto Kansai

2 These segments are often considered problematicdsofor Japanese ESL learners
(Avery et al, 2003; Ohata, 2004; Taniguchi, 2009).
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3.2 Stimulus and procedure

The experiment took place over two days. On that iy, the participants read
an English passage and Japanese nonsense wordsgsndsked to complete
four phonemic contrast identification tasks. Aftieeir recordings were analyzed,
| later talked to each participant individually aibohe results of the analysis. On
the first day, the participants read the Englisbspge, “The North Wind and the
Sun” from the Handbook of the International Phonetic Associatim44)
(reproduced in the Appendix).

This reading task is designed to examine how ppatits interpret the
segments mentioned in the research question 1. sthiy is familiar to many
Japanese speakers and | expected that the panteipmould feel more
comfortable with a familiar story than an unknowtarg. As well, this passage is
commonly used in phonetic demonstrations. | hartedparticipants a sheet of
paper with the passage on it a few minutes befwerding, so they did not have
time to ask native speakers about pronunciationtoorcheck a dictionary.
However, | taught them the sounds and meaningsesumably new words, such
as “oblige” and “cloak.” After practicing a couptd times, they were recorded.
Recording was done in the Phonetics Lab at Unityecdi Victoria with a Luna
1.1 inch large diaphram condenser microphone, MidWdrewire 410, with
PRAAT set to 44100 Hz.

Participants also recorded 10 nonsense Japanesis woitten with the
Katakana syllabary. Table 2 shows the stimuli womlesented to each
participant. Some segments mentioned in Resear@stiQo 1, such as /I/ and
{1/, are obviously not distinctive phonemes in Japan€onversely, the contrasts
in Table 2 are sometimes considered problematier{A& Ehrlich, 2003; Ohata,
2004) although these contrasts are also sometioresdered to exist in Japanese
(Matsuzki, 1993; Inozuka, 2009). This task was glesil to ascertain whether
Japanese ESL learners have to articulatorily pradhie distinctions between /s/
and f/, It/ and /f/, and /d/ and A&l before high front vowels, and the distinction
between ¢/ and /e/, or if Japanese ESL learners can ecomdigniatilize L1
distinctions for these L2 distinctions.
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Table 2. The 10 nonsense Japanese stimulus wotdslnNJapanese [ti] andfi} are
distinctive, and so are [di] and [ (Matsuzaki, 1993). Whetherfi] and [si] are
distinctive is debatable; | argue that it depemi$eaical classes.

T 40— [ti] F— [y

74— [di] = [(d)si] 24— [(d)zi]*
= [fi:] A 4= [si]

A [beta] ~—% |[beta] ~A 4 [beita]

The words were aligned in this order on the shemhfwhich the participants
read. They were asked to pronounce the words iat@al Japanese way. Since
Japanese has phonemic pitch pattdrmghich are not shown with regular
orthography, most of the participants asked me @aldat pitch pattern they
should use. Then, | answered that they could useheter they felt was natural.

Participants also completed four phonemic contidsntification tasks.
They were shown the homophones and minimal paifaiole 3 and were asked
to identify whether the words in each pair were gd@mme or different in
pronunciation. They were also asked to identify diffierence between any two
words they felt were not homophones. For examplasked, “Do you know
whether ‘meat’ and ‘meet’ are the same or differentpronunciation?” If
participants confidently answered, “Yes, they & tame,” | gave them a credit.
If they showed uncertainty, “Um, I'm not sure. Maythe same?” | did not give
them a credit even if the answer was right as ity have been accidentally
correct. The purpose of these tasks was to exatheie L2 phonological and
orthographic awareness in general. Since this dakkot involve production, |
could focus my investigation on the participantsderstanding. The reason |
chose these pairs is that each pair of words wiikedly be pronounced in the
same way by Japanese speakers as a result of Imhadaptation processes. |
tried to examine whether the participants coulaiife the phonemic structure of
each word without being distracted by JapanesenMoahadaptation.

% The transcription of the Japanese voiceless lamaiveolo-palatal fricatives vary
between f] and [] for the voiceless one, and betweghdnd [] for the voiced one (Pan,
Utsugi and Yamazaki 2004). In this paper, | y$ehd [] in order to be consistent with
the English counterparts.

“In Japanese i and [5] are allophonic variations of one phoneme, andreo[dz] and
[z] (Inozuka & Inozuka, 2009).

> Japanese is known as a pitch accent languageiah\phch is the primary indicator of
accent (stress) (Avery & Ehrlich, 2003).
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Table 3. Phonemic contrast identification tasks

“meat” versus “meet”
“ear” versus “year”
“bone” versus “born”
“who’'d” versus “food”

On the second day, | conducted semi-structuredrviet®s with each
participant in their L1, Japanese. Each interviastdd 30 to 40 minutes. | mainly
asked participants what sound they actually trzghronounce. This interview
was designed to examine whether the participantsiynciation errors were due
to mis-articulation of intended targeir misunderstanding of target used this
method in order to best ascertain each participannderstanding in a
straightforward manner. Below are examples of testjons:

« “Did you try to pronounced] in ‘north’?”
« “Did you try to pronounce [v] in ‘gave,’ ‘of,” antraveler'?™
e “You pronounced [v] in ‘gave’ but pronounced [b] iof.” Can you
come up with any reason?”
¢ "You said you did not try to distinguish /I/ and, fand in fact you mostly
did not. However, you pronounced native-lik¢ ih ‘wrap.” Can you
come up with any reason?”
Below are examples of participants’ answers:
e "Yes, I tried to pronounce] to distinguish it from [s].”
*  “No, I didn't put any extra effort intod/ and just pronounced [s] just as
Japanese speakers commonly do.”
When a participant mispronounce@l as [s] and answered that she tried to
pronounce §], her error was analyzed as mis-articulation &f ititended target.
When a participant mispronounceil As [s] and answered that she intended to
pronounce [s], her error was analyzed as misuratatstg of target.

3.3 Analysis of the recordings

The transcribers were a phonetically trained nasipeaker of North American
English and myself, a native Japanese speakerraméd phonetician. For the
English data, the transcription was based on whathaot they produced the
target phoneme; if a segment produced by a paatitip'as obviously accented
but was still easy to understand, it was consideradect. If a participant’s
production sounded like a different phoneme or difficult to be categorized as
any English phoneme, we transcribed what they dgtpaonounced. For the
Japanese data, the transcribers judged what Engliginemes could be
represented by their productions.
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4 Results and discussion

Overall, in terms of English phonemes that are gdlyeconsidered problematic
for Japanese ESL learners, participants quite oftéended to pronounce
different sounds. In other words, their mispronations often came from their
understanding of what phonemes they were suppoeegraduce. More
interestingly, the participants’ own interpretasoof English phonology varied
much more than | expected from sound to sound, fr@mrd to word, and from
individual to individual. Below are the detailsedch phoneme.

4.1 Results for B/

There are four occurrences @f In the passage, all of which are in the word
“north.” All the participants realized/ as [s]. However, what is important in
this paper is not the productions themselves, hether the participants knew
that the target wa®)/l For example, if P1 misunderstood that the taves /s/,
instead of @/, she actually did not attempt to pronoungk In this case, | would
conclude that she tried to pronounce [s] four tiraed successfully produced it
four times. Consequently, what a teacher would thent to consider is teaching
the proper target phoneme as it is identified athphically, rather than
articulation of p]. Therefore, | asked the participants if they krtbat the target
was B/, or if they intended to pronounce the dentaktiie [].

¢ P1 reported she had never tried to pronoufitalfhough she knew that
16/ and /s/ should be different. Therefore, she digtuatended to
pronounce [s] and she successfully produced whatveds aiming to
produce. In this case, there is no way to knovhéf was able to produce
[6] at the time of the recording because she hadttatpted it.

e P2 reported she knew that the target wAarid tried to pronounce it.

« P3 reported she knew that the letters <th> sounliféerent from the
letter <s>, but she was more influenced by the iBhgloanword in
Japanese / — A" [no:su], which means “north.” Since her underlying
representation was /raw/, but not /ni6/, there is no way to examine if
she was able to produdd jn this experiment.

e P4: Like P2, P4 reportedly tried to pronoungg [

The table below shows how many times the parti¢gpariended to produce the
target phoneme and how many times they did soeSfticand P3 did not intend
to pronounced], the number of “Intended” is 0.
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Table 4. Results foro/. Nb: “OccurrencesT’= The total occurrences in the passage;
“Occurrences: Int"= How many times the participamtended to pronounce the target
sound; “Correct: Int"= The number of correct protioes when the participants intended
to pronounce the target; “Correct: Acc’= The numbkaccidentally correct productions.

Target: o/
Occurrences Correct Incorrectly pronunciations
T= Int Int Acc (sound: occurrences)
P1 4 0 0 0 [s]: 4
P2 4 4 0 0 [s]: 4
P3 4 0 0 0 [s]: 4
P4 4 4 0 0 [s]: 4

4.2 Results for /6/

There are 23 occurrences of /8/ in the passage. folleving summarizes
participants’ comments.

P1: Just like §], she had never tried to pronounce [8] and alwagtized

it as the Japanese /z/ although she knew thatd®/net the Japanese /z/.
In fact, she pronounced both [dz] and [z], which altophonic variations
of the Japanese /z/.

P2 reported that targets were different from /zdose the target was
spelled as <th>, but not <z>. She said that shex tto distinguish
between /8/ and /z/ although she was not quite slutee sound quality
of /d/. In fact, all of her /z/s were consistentisonounced as [z] or a
somewhat devoiced [z]; she pronounced [d] five §m&he also
pronounced the dental stog [tine times, which was close to the target
/6/ but was categorized as /d/. In fact, since tmnbination of
phonological features [+continuant] and [-sonorafd] relatively
difficult, stopping or affricating a fricative suas /8/ to [d] is common
in child language (Bernhardt & Stemberger, 1998).

P3 reported definitely trying to distinguish betweéd/ and /z/.
Moreover, she was aware that when function wonash &s “the,” “that”
and “than” were followed by a difficult word in pmanciation, such as
“traveler,” she ignored the correct pronunciatioh [6] in order to
concentrate her effort on the next word. Therefdike P2, she
understood the target correctly and she was awdrerarrors.

P4: Like P3, P4 reported trying to distinguish betw /6/ and /z/, which
means she understood the target correctly. Thdifference from P3 is
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that she did not quite realize her production was [d], but its
characteristic was much like the Japanese /z/.
Incidentally, all the participants did not know tleoss-linguistic phonetic
difference of /z/ between English and Japanesed#fiault form of J/z/ is the
affricate [dz] (Grenon, 2008). Nevertheless, Pldpoed the pure fricative [z]
more often than [dz]. | will mention this phoneissue in §4.13.

The table below shows how many times the targatadlgtoccurs in the
passage, how many times the participants intenalguidduce the proper target,
how many times the participants correctly pronodrites target when intending
to do so, and how many times the participants aotaly pronounced the target.
Also summarized are the incorrectly pronounced dsuof each participant.
Since P4 missed the word “the” in the passage @noogasion, her occurrences
were counted as 22. The question mark beside the&b&uin the column of
“Occurrences: Intended” means that the participaas not sure if she really
intended to pronounce the target.

Table 5. Results for /8/; Int= intended, Acc= aecithl. Nb: In Japanese, [dz] and [z] are
allophonic variations of the phoneme /z/ (J/z/)udii, 1996; Grenon, 2008; Vance,
2008; Inozuka and Inozuka, 2009)] [@ more dental than [d]. “?” indicates that the
participants themselves were not really sure ijthere aware of the target sounds.

Target: /0/
Occurrences Correct Incorrectly pronunciations
T= Int Int Acc (sound: occurrences)
P1 23 0 0 0 [z]: 20 [dz]: 3
P2 23 23? 5 0 | Jd9 [dz]:7 [z]:2
P3 23 23 4 0 08 [dz]:8 [z]: 3
P4 22 22 0 0 [dz]: 11 [z]: 11 T[ts]: 1

4.3 Results for /v/

There are six occurrences of /v/ in the passaga/ed “of,” and four occurences
of “traveler.”
* P1 reported she did not distinguish between /v/ fahdand substituted
/vl with the Japanese /b/. In fact, she pronoute®t [3] and [b], which
are allophonic variations of the Japanese /b/./tHén “of” sounded like
[v], but it was actually the weakened version of®/lsuggesting she
accidentally hit the target.

®[B], [b] and [v] are all allophonic variations of /i' Japanese (Inozuka et al., 2009).
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* P2: Due to having learned “gave” and “of” in Jap&® incorrectly
memorized that “gave” and “of" were [geibf] and [ob(u)]
respectively. Therefore, she misunderstood thatatget sound was /b/,
instead of /v/. As for “traveler,” she reportedlydw that there was [v],
but she ignored the correct pronunciation of [vljonder to concentrate
her effort on [I] and..

* P3: As for “traveler” and “of”, she misunderstodut /v/ in these words
was /b/. She explained that since she quite fratjuersed the word
“traveler” in her conversation in Canada, she magéeer own way to
pronounce it. As for “of,” just like P2, she wast movare that “of” has a
[v]. She pronounced [v] in one of the occasionstatveler” but it was
actually the weakened version of /b/, similar ta R% for “gave,” she
tried to pronounce [v] and successfully pronounitet@herefore, she got
one correct [v] out of one attempt.

* P4 reported possibly trying to pronounce [v] iravg.” However, she
actually pronounced this with a [b]. As for “trd&e& and “of,” she
consciously used the Japanese /b/. She mentioaédhk concentrated
too much on [l] and4] in “traveler” and could not afford to think about
[v], just like P2.

Most of the time, the errors regarding /v/ were dmenappropriate intentions,
rather than production problems. Only one instalgeP3, was appropriately
intended and correctly produced.

Table 6. Results for /v/; Int= intended, Acc= aetithl. Nb: “?” indicates that the
participants were not really sure if they were aafrthe target sounds.

Target: v/
Occurrences Correct Incorrectly pronunciations
T= Int Int Acc (sound: occurrences)
P1 6 0 0 1 f1: 3 [b]:2
P2 6 0 0 0 f1:5 [b: 1
P3 6 1 1 1 fl: 4
P4 6 1? 0 0| A:5 [b: 1

4.4 Results for /I/ and &/ in onset position

Japanese ESL learners often spend much time attgriptacquire the contrast
between the North American English /I/ antd(E/l/ and Ef/) because Japanese
has only one liquid,c/, that can appear as [l] and evehdllophonically or in
quasi-free variation (Magnuson, 2008). This didtorcis so extensively studied
that | put /I/ andd in the same section. From the point of view a$ ttudy, |
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will give more credit to the participants who triga distinguish between them
but did not quite hit the target than to those wehid not try to distinguish
between them but accidentally hit the target. Iranexing whether the
participants’ attempts to distinguish /I/ and affected the sound quality, |
categorized their productions along two paramdtglswing Magnuson (2008):
rhoticity versus lateralityandcentral oral stricture” In this scheme, [I] is lateral
and narrow whilei] is rhotic and open.

There are 17 occurrences of /l/ in onset positiocjuding consonant

clusters, and 10 occurrences gfith onset position, including consonant clusters.

P1 reported not trying to distinguish between rid @/ in onset position
at all. In fact, she almost consistently used thbtjuid for both /I/ and
/1/. Interestingly, according to Magnuson (2008)/, i¥ most commonly
realized as a raised alveolar flap, but P1 pronedifi¢ much more often
than a flap. The study by Akahane-Yamada, Aoyartedde, Guion and
Yamada (2004) showed that Japanese ESL learners sumcessfully
acquire Ef than E/ll because the difference betweed Bhd J// is
perceptually more salient than the difference betw/l/ and J/. In this
way, P1 acquired E/and over-generalized it for /I/.

P2 reported trying to distinguish between E/I/ @idIn fact, she quite
consistently pronounced more rhotic and open squradsely §] and [],
for /1/ while pronouncing lateral and narrow sounds, ngrfieand [I],
for /If.

P3 reported knowing that /I/ and ivere supposed to be distinguished
however, she abandoned this contrast in her iatagtlage due to her
low self confidence. In fact, she almost uniformked rhotic and open
sounds, namelyi] and [], and the flap 4 for both /I/ and J.
Interestingly, she pronounced an accurajamn “wrap”. However, she
mentioned that the <w> in the spelling of “wrap”cenoraged her to
round her lips, which accidentally resulted in quitative-like f]. She
was sure that she would pronounce the homophompég tvah flap [c].
Therefore, heri] was actually an accidental production caused ¢y h
misconception of the spelling and English phonatgttwhere the
sequence of /*w at word-initial is not allowed.

P4: Like P2, P4 said that she tried to distinglistween E/I/ andi/. In
fact, she more successfully distinguished /I/ frehthan P1 and P3. She
pronounced i better in “traveler” and “agree” than other ward&he
mentioned that she more frequently used the wards€|” and “agree”

" “Rhoticity” is “[1]-like quality,” while “laterality” is “[l]-like quality.” “Central oral
stricture” is how narrow or wide the space in thal gavity is (Magnuson, 2008).

8 Phonotactics deals with restrictions in a pariculanguage on the permissible
combinations of phonemes.
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than “strong” or “around,” and she felt more contddte pronouncingi]

in familiar words.
Interestingly, P1 and P3, who did not try to digtirsh /I/ from 4/, performed
notably worse with /I/ than P2 and P4, who triedigiinguish these. Conversely,
P1 and P3 performed quite well witli. /Akahane-Yamada et al.’s finding that
Japanese ESL learners acquidecgrlier than [I] might apply only to those who
do not intend to distinguish /I/ from// Once they try, they might acquire [I]
earlier than 1] because [l] is less marked thath Moreover, English speaking
children typically acquire [l] earlier tham] [[Vihman, 1996).

Table 7. Results for /I/ in onset position; Intteinded, Acc= accidental. Nb: @= no
consonant; [l] = the alveolar latey@l] = the alveolar lateral flagc] = the alveolar flap
[r] = the alveolar trilj [¢] = the lowered flap (the tongue does not quiteckothe roof of
the mouth); {] = the alveolar rhotic approximant.

Target: /I/
Occurrences Correct Incorrectly pronunciations
T= Int Int Acc (sound: occurrences)
P1 17 0 0 2 :8 [(:2 [f:2 :1 @:2
P2 17 17 13 0| II:3 [1:1
P3 17 0 0 1| 4:6 [:5 []:5
P4 17 17 12 O I3 [r]:2

Table 8. Results fon/in onset position; Int= intended, Acc= accidental

Target: 4/
Occurrences Correct Incorrectly pronunciations
T= Int Int  Acc (sound: occurrences)
P1 10 0? 0 9| 1
P2 10 10 6 0| :3 [[:1
P3 10 0 0 4 | 4:4 []:2
P4 10 10 5 0| d:5

® According to the studies by Tsuzuki (1996), Magnug§2008), and Inozuka et al.
(2009), all of these sounds are possible allophohés/.
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4.5 Results for velarized /I/ in coda position

« P1 reported not thinking about the difference betw#' and ¥/ at all, so
her correct production is considered to be accalent
P2 reported attempting to pronounce [l] but did mobnounce it
successfully.
* P3 reported not attempting to distinguish betwdéand 4/. Just like
onset position, she used the rhotic souhébf /I/.
* P4 tried to pronounce [l] but actually producedhich is neither rhotic
nor lateral (Magnuson, 2008).
All in all, their realizations of /I/ in coda pogih seems the same as those in
onset position; however, both P2 and P4 failedem@unce [l].

Table 9. Results for velarized /I/ in coda positidnt= intended, Acc= accidental, @= no
consonant.

Target: /I/
Occurrences Correct Incorrectly pronunciations
T= Int Int Acc (sound: occurrences)
P1 1 0 0 1
P2 1 1 0 0 a1
P3 1 0 0 0 | f:1
P4 1 1 0 0 q:1

4.6 Results for i/ in coda position

/1l occurs 20 times in coda position. | divided thamo three smaller groups
based on the preceding voweli//as in “north,” 4/ as in “hard,” ands/ in both
a stressed syllable (as in “first”) and an unsedssyllable (as in “stronger”).od
occurs 8 timesgal/ occurs once, and-/ occurs 11 times.

We will first examine 41/ separately from ai/ and A/ because the
participants behaved interestinglyi// occurs in three different morphemes,
“north,” “warm,” and “more” in the passage, andthé participants consistently
pronounceddi/s in three different ways depending on the morghasishown in
Table 10 below.

¢ P1 reported not really being aware that she procedifior” in “north”
and <ar> in “warm” differently. However, she memiga that she
consciously pronounced <or> in “north” differentiyom the others
because she was influenced by the pronunciatidiapdénese teachers of
English.
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e P2 reported not knowing that <or> in “north,” <dars“warm” and <or>
in “more” were phonemically the same, and she wdhiénced by
English loanwords. However, she was taught the proiation of
“warm” by a native speaker in an ESL school, so glmounced only
“warm” and “warmly” correctly. Therefore, she wastw@ally able to
produce $i1] but misunderstood that <or> in “north” and <orr“more”
were not $i]. In other words, she could not generalize thdl sk
pronouncing 41] to words other than “warm.”

* P3: As mentioned in 83.1, she pronounced “norththia same way as
the loanword [n@w]. As for “warm”, she misunderstood that <ar> in
“warm” might be more like <ar> in “hard.” As fornfore,” she
pronounced it acceptably. However, she mentioned, tivthen facing
<r>, she became intimidated and sometimes pronauitcetrangely.
Therefore, 1] in “more” was counted as an accidentally correct
production.

* P4 reported intending to pronounce the& /fn three different ways,
consistent with what she had been taught in jumigh school.

According to the participants’ feedback, the thdd@&erent realizations ob4/ are
not caused by phonetic environments. Rather, theyrasconceptions that the
/21 in all three instances was supposed to be differe

Table 10. Results fonJ/; Int= intended, Acc= accidental. Nb: “?” indicat¢hat the
participants themselves were not really sure ijthere aware of the target sounds.

Target: b1/
Occurrences Correct Incorrectly pronunciations
T= Int Int AcC (sound: occurrences)
P1 8 0 0 0 [o] in “north” [o] in “warm”
[0a], [ea] in “more”
P2 8 2 2 0 [4 in “north” [oa] in “more”
P3 8 0 0 2 [4 in “north” j:]in “warm”
P4 8 0 0 0 [d in “north” [a] in “warm”
[03] in “more”

Note that the quality of the Japanese /a/ (J/dfetareen the cardinal vowels [a]
and f], and it has a wider range of allophonic variasidhan the other Japanese
vowels; [a], pb], [A] and [a] can all be allophones of J/a/ (Tsuzuki, 1996)e Th
participants produce J/a/ as [&]],[and }]. In addition, English loanwords in
Japanese, “north,” “warm” and “more” are typicaladapted into [neuwl],
[wo:muw] and [moa] respectively.

Next, | will examine di/ and 4/. Although &1/ occurred only once in the
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passage, it is interesting to compare and A/.

* P21 reported not knowing that <ar> in “hard” and><in “first” were
different. In addition, she did not know that theras ] in those words
(in a rhotic dialect). Although P1’s mother, whosha British English
background, taught her English when she was yosimg,did not know
<ir> in “first” and <er> in “consider” or “other” wre different in British
English.

* P2: Like P1, P2 reported not knowing that <ar> frart” and <ir> in
“first” were different. She said that she could gwoe the j]-like sound
if she tried, as shown in 84.4 and 84.6, but ske aisisted thati] in
onset and coda sounded like completely differetities for her. This
can be explained in terms of Brown's (2000) finditigat Japanese
subjects perceived E/I/ andiEin onset with only 31% accuracy while
they did so in coda with nearly 100% accuracy (cite Archibald,
2005). P2 also misconceived that the English letterin coda position
was the same as the Japanese symbob,<which phonemically
lengthens the preceding vowel. In fact, she quitesistently pronounced
the long vowel [d for both i/ and &/. She misinterpreted the English
orthographic information and did not know that Hslgl lacks the
contrast of vowel length, unlike her L1.

e P3 reported not knowing <ar> in *hard” and <ir> ffirst” were
different. In fact, she pronounced-][in “hard” as she intended.
However, as for the word “were,” she said that gimored ]. She
pronounced “were” as [wi as she intended. My interpretation of this is
that she attempted//ten times out of 11 occurrences and succeeded fou
times. The problem is that she was not sure-ifiht each word in the
passage was phonologically the same.

e P4: Like P2, she reported misconceiving that thtere<r> played the
role of phonemically lengthening its preceding vbv&he also did not
know that English lacks the contrast in vowel léngtesent in her L1. In
fact, she pronounced “hard” as [pwhere [a] was lengthened, just as
P1 and P2 did, while she pronounced <ir> “first’[ag. However, she
believed that Japanese speakers can pronoujpc [that she was not
intimidated by f]. She might have been aware thdtdan appear as an
allophone of J/. The problem is that she did not know thatih each
word in the passage was phonologically the saméadt) the phonetic
quality of her #/ varied from occasion to occasion even when her
production was within the phonologically acceptahignge. She
mentioned that she pronounced instinctually. Therefore, it may not be
appropriate to consider that she attempted to procea-/.

All in all, the errors regarding post-vocali¢ Wwere mostly due to inappropriate
intentions.
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Table 11. Results fond/; Int= intended, Acc= accidental.

Target: tu/
Occurrences Correct Incorrectly pronunciations
T= Int Int Acc (sound: occurrences)
P1 1 0 0 0 @1
P2 1 0 0 0 @1
P3 1 0 0 0 {1 1
P4 1 0 0 0 @1

Table 12. Results fos/; Int= intended, Acc= accidental.

Target: &/
Occurrences Correct Incorrectly pronunciations
T= Int Int Acc (sound: occurrences)
P1 11 0 0 0 A9 [al:1 [a:1
P2 11 0 0 0 A9 []:2
P3 11 107? 4 0| 94 [al:1 [a:1 [w]:1
P4 11 0? 0 4 [&6 [ag]:1

Again, [a], ] and ] are possible allophonic variants of J/a/. Notsoathat
vowel length is phonemic in Japanese: e.gri//gsled) versus /sd/ (Prime
Minister).

4.7 Results for /f/ and /h/

It is important to note that Japanese has phoneomtrast between /f/ and /h/
which is neutralized before the vowel// Also, phonetically J/? is the bilabial
fricative [¢] (Vance, 2008; Inozuka et al., 2009). In a questare administered
to 13 experienced ESL teachers in British Columkianpada, one respondent
(and advanced ESL level instructor) pointed out/thand /h/ distinction as one
of Japanese learners’ problems. As well, Bermamtzacher, Martens, & Nelson
(2001) found that Japanese learners perceptuatifused /f/ and /h/ before [u].
Therefore, it is worth examining it. /f/ occurs diiimes and /h/ occurs eight
times in the passage. The results show that theasbrbetween E/f/ and E/h/
does not seem problematic, except for “fold” andhéw

% vance (2008) phonemicized the Japanese bilalicative as /f/. In this paper, | follow
Vance’s method. (cf. Akamatsu, 2000)
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* P21 reported being aware of the cross-linguistic ngtic difference
between E/f/ and J/f/. She pronounced the labideadéf), except <f> in
“first” was [¢]. [¢] is more marked than [f] (Maddieson, 1984, 2005).
Based on Eckman’s Markedness Differential Hypoth€2003), if one’s
L1 has a more marked sound, the less marked caanten L2 is not
difficult to acquire. Therefore, her acquisition f is not surprising
although {] still appeared. She pronounced <f> in “fold” &$, [and she
said that it was a slip of tongue. E/f/ is sometnaglapted as both J/f/
and J/h/ in loanwords: e.g. “telephone” can be punmiced and written as
either /teefoN/ or /teehoN} (Matsuzaki, 1992, 1993). She might have
been influenced by that. As for “who,” she did kobw that <wh> in
“who” and <f> in “food” were different. Thereforeshe simply
transferred L1 phonetics and phonotactics, namelytralization of /h/
and /f/ beforedt/, and ended up wit®] in “who.”

* P2 reported not being aware of the phonetic diffeeebetween E/f/ and
JIifl. Therefore, she was going to pronounce thebtdl [p] and
consistently did so. However, it was still withimetacceptable range of
E/fl. As for “who,” she did not know that <wh> iwho” and <f> in
“food” were different, like P1. J/f/ (or /h/) befr high back vowel was
typically pronounced asp], similar to P1, but she happened to produce
[h], or weakenedd], in “who.” Therefore, | consider it accidental.

e P3: Like P1, P3 reported being aware of the phortitierence between
E/fl and J/f/. However, she pronounced “fold” aslth” just as P1 did.
The difference from P1 is that P3 more consistgmtbguced [f] than P1,
but she simply misread “fold” as “hold” and inteddé pronounce
“hold.” As for <wh> in “who,” she did not know that was different
from <f> in “food,” like P1 and P2. Therefore, séienply transferred L1
phonetics and phonotactics, like P1.

* P4 Like P1 and P3, P4 reported being aware tHawas not ], and
she pronounced [f] in some words. However, she quooed §] in
“off.” She said that she pronounced easy wordg fioff,” in the
Japanese way, whereas she was careful with rdiatN#icult words.
However, her ¢] was still phonologically within E/f/. The probles
that she purposely pronounced <f> in “off” and <fithe other words
differently, when English does not have this casitrds for <wh> in
“who,” she did not know that it was different froaf> in “food,” like all
the other participants. P4 misconceived that <whwiho” was [f], and
clearly pronounced “who” as [fu].

In some dialects, <wh> is categorized as /hw/ wisctlistinct from /w/. “Who”
pronounced by P1 and P3 were phonologically withie acceptable range of

1N/ stands for placeless moraic nasal.
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such dialects. However, P1 and P3 did not interqmt@aounce <wh> this way. In
fact, they pronounced “when” as {m]. Therefore, in this case, their L1 transfer
happened to be within the acceptable range.

Table 13. Results for /f/; Int= intended, Acc= aesital. Nb: “?” for P4 is due to her
purposely distinguished [f] an@] although English does not have this contrast.

Target: /f/
Occurrences Correct Incorrectly pronunciations
T= Int Int Acc (sound: occurrences)
P1 5 5 4 0 [h]: 1
P2 5 5 5 0
P3 5 4 4 0 [h]: 1
P4 5 5? 5 0

Table 14. Results for /h/; Int= intended, Acc= decital.

Target: /h/
Occurrences Correct Incorrectly pronunciations
T= Int Int Acc (sound: occurrences)
P1 8 7 7 0 [¢]: 1
P2 8 7 7 1
P3 8 7 7 0 [¢]: 1
P4 8 7 7 0 [f:1

4.8 Results for /t/, /d/ and /s/ before high front vowis

According to Ohata (2004), Japanese ESL learness pranounce “seat” and
“tip,” for example, as like “sheet” and “chip” bagse they transfer the Japanese
allophonic alternation of /t/, /d/, and /s/ whiclkecome [f], [d3] and []
respectively before high front vowels. Such allopb@lternations occur in some
classes of lexicon in Japanese; for example, tiectional variations of the verb
“win,” /kata/ and /kato/(irrealis), /kati/(advertia /katw/(conclusive), and
/kate/(imperative), in which the stem is /kat/, @renounced as [kata], [kato],
[katfi], [katsw], and [kate] respectively. My focus is on whetktgs L1 transfer
occurs at the level of their understanding or a lkvel of their production
ability. | examined /s/, /t/ and /d/ before eithigror A/, namely “suceeded,”
“congdder,” “dispuing,” “did” and “immedately.” Based on those allophonic
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alternations, these words are expected to be prmeou as [skfided] (or
[sakfidzid]), [kenfid3], [d3ispjulfin], [d31d] and fmidsiatli].

Contrary to the prediction, as shown in Tables hfough 17, all the
participants correctly pronounced these phonenmeaddition, participants said
that the aforementioned predicted sounds were yighlikely even in Japanese
accented English, exceptsfifids] for “consider” and possibly §kfid] for
“succeed” were acceptable.

According to 15 scholars’ interpretations of Jap@nephonology in
Matuzaki's (1993) paper, [ti] and[{t are unanimously considered contrastive in
Japanese except in some lexical classes mentidmege,aand so are [di] and
[dzi]. Whether [si] and ] are contrastive in Japanese is debatable. N¢2ith0)
argues that [si] andi] are not contrastive in core lexical classes,thely are in
peripheral lexical classes such as technical temmassocial dialects. As well, in
Nogita's experiment, 93 monolingual standard Japanespeakers all
distinguished [si] andfi] regardless of their age. Thus, there is no nedbat
Japanese ESL learners have difficulty in pronounéil [d], and [s] before high
front vowels.

Additionally, the participants also recorded Jajgeanenonsense words
written in Japanese orthography, and all of thestirdjuished 7 ¢ —" [ti ]
from “F~—" [tfi:], “7T ¢ —" [di:] from “>’—" [(d)3i:], and “>—" [[i:] from
“A 4 —" [si] (as mentioned in £13). Therefore, if Japanese speakers
pronounce /t/, /d/, and /s/, before high front visags [f], [d3], and [], it makes
more sense to consider that such errors are cdmgeaiher factors, such as
loanword interference. In fact, there is variationloanword adaptation. For
example, [if] in “tip” and [di] in “radio” were adapted as|if and [(d)i]
respectively, while “tea” [ti] and [@l in “Disney” were adapted to [tiand [di]
respectively? The L1 transfer regarding [t], [d], and [s] isnfimed to loanword
interference, but the transfer is not likely to wci words that are not a part of
Japanese vocabulary, such as “succeeded,” “corisidésputing,” “did,” and
“immediately.”

12 Before the governmerm Japan standardized the writing system in 1984 Agency
for Cultural Affairs stipulated that in loanword#]/[t 1] and [di]/[di] in the original words
should be written as7*” [tfi] and “>” [(d)3i] respectively as much as possible (with a
few exceptions) (Matsuzaki, 1992).
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Table 15. Results for /t/ before /il of, Ant= intended, Acc= accidental.

Target: /t/
Occurrences Correct Incorrectly pronunciations
T= Int Int Acc (sound: occurrences)
P1 1 1 1 0
P2 1 1 1 0
P3 1 1 1 0
P4 1 1 1 0

Table 16. Results for /d/ before /i/ aof, Int= intended, Acc= accidental.

Target: /d/
Occurrences Correct Incorrectly pronunciations
T= Int Int Acc (sound: occurrences)
P1 3 3 3 0
P2 3 3 3 0
P3 3 3 3 0
P4 3 3 3 0

Table 17. Results for /s/ before /i/ ot Int= intended, Acc= accidental.

Target: /s/
Occurrences Correct Incorrectly pronunciations
T= Int Int Accl (sound: occurrences)
P1 2 2 2 0
P2 2 2 2 0
P3 2 2 2 0
P4 2 2 2 0

4.9 Results for /ae/

As mentioned in §4.6, the Japanese /a/ is situztgeen the cardinal vowels [a]
and [g], and Japanese lacks a vowel in the low frontomegl observed six

occurrences of /ae/ in content words, namely “wrdpst,” and four occurrences
of “traveller”. Since a vowel in a function word @dten reduced to schwa, | did
not include function words, such as “and” and “that
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e P1 reported having never tried to pronounce [eefpide her British
background, she did not know <a> in “wrapped” aad i “last” were
often pronounced differently in British English. Wever, she mentioned
that she purposely pronounced “can’'t” aar[§, instead of [keent], even
when talking to Canadian people because of heemefe of British
accent. At the same time, she realized that <a*cam’'t” in British
English was the same as J/a/, and in fact, thatguadl her production
had the characteristics of J/a/. Her productiorieaf was a mixture of
Japanese interference and over-generalizationiti§lBaccent.

* P2 reported misconceiving that /ee/ in the passageswpposed to be the
same as J/a/. Because of Japanese Romanizatioim mutech the letter
<a> corresponds to the vowel J/a/, she had beeituhtdd to this L1
symbol-sound correspondence.

* P3: Like P2, P3 also pronounced the letter <a*a®Ven in the English
contexts.

* P4: She did the same as P2 and P3.

The results indicate that all of the participants$ bt try the low front [ee], but
used J/a/.

Table 18. Results for /a/; Int= intended, Acc= dental. Nb: [a], £] and [a] can be
allophones of J/a/.

Target: /ae/
Occurrences Correct Incorrectly pronunciations
T= Int Int Acc (sound: occurrences)
P1 6 0 0 0 £: 4 [a]: 2
P2 6 0 0 0 [al: 3 Al:2 [a]: 1
P3 6 0 0 0 A:5 [a]: 1
P4 6 0 0 0 [a]: 5 Af: 1

4.10 Results for /e/ and ¢/

Ohata (2004) pointed out that Japanese ESL leamaysmake errors between
the tense vowel /e/ and the lax vowdlbdecause the Japanese vowel system does
not have the tense-lax distinction. However, Ladetb (2006) mentioned that
the terms “tense” and “lax” are really just labels,opposed to simply a matter of
phonetic tenseness versus laxness. | will examimegtver such errors come from
Japanese ESL learners’ misconceptions or theiilityadsf production. /e/ occurs

in “came,” “they,” “make,” “take,” and “gave,” whgl k/ occurs in “when,”
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“attempt,” “confess,” and two occurrences of “tHeBince P1 misread “they” as
“then,” | counted four for the occurrences of /e/.

« P1reported knowing that /e/ and ih the passage were different, but she
also mentioned that she pronounced them *“by instinShe
diphthongized /e/ and made it longer thah However, as long as she
pronounced it “by instinct,” the consistency may be guaranteed.

e P2: She pronounced #/in the passage as the Japanese short
monophthong /e/, likely because of the JapaneseaRization where it
corresponds to the letter <e>. As for E/e/, shenpuoced the target
words as she was taught in junior high school. Hareshe was not sure
that E/e/ in “came,” “make,” “take,” and “gave” wethe same as E/e/ in
“they” because the spelling looked different.

* P3: She was sure that E/e/ in the passage was/eglatliphthongized,
while Ek/ was relatively monophthongized. In fact, sheidggtished
them clearly in production.

* P4: She thought that E/e/ ande/Eh the passage were different, but it
was because she had memorized those words withJépanese
pronunciation. She did not have connection to Bfed E£/ in the
English phonological system. A lack of knowledgeyrba the reason of
her mispronunciation.

Importantly, as | will mention in 84.13, the paipiants pronounced the nonsense
Japanese words written in Japanese orthographta][eeta] and [beita]®
The vowel part of the first syllable in each wordsicategorized asdZ/E/e/ and
E/e/ respectively, by the North American judge (88e3). The distinction of
length did not change the English categories. Toesrethe fact that Japanese
does not use the label of “tenseness” for groupiogels does not mean
Japanese speakers cannot distinguish between ieleEkd. Since Ed/ is one-
mora and E/e/ is two-mora (Duran, 2005), Japaresakers can pronounce these
two by efficiently deploying the Japanese one-mefaand the two-mora vowel
sequence /eil. However, E/e/ is usually adaptedhtee different Japanese
categories depending on the words, namely, J&ei/, and J/et although J/e/ is
not as common as the other two (Okada, 2004). ¥ample, the English words
“game,” “paint,” and “change” are adapted to:fg@/, /peiNto/, and feNdsi/.
This inconsistent loanword adaptation may confagmmdese learners of English.
It makes more sense to consider that Japaneseda8iels’ errors regarding E/e/
are because of loanword interference, not thebilitato articulate.

13 J/e/ is between the cardinal vowels [e] a]ddo it can be transcribed agd.[e
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Table 19. Results for /e/; Int= intended, Acc= deaial.

Target: /e/
Occurrences Correct Incorrectly pronunciations
T= Int Int Acc (sound: occurrences)
P1 4 4? 4 0
P2 5 5? 5 0
P3 5 5 5 0
P4 5 0? 0 0 | 4d:5

Table 20. Results foe/t Int= intended, Acc= accidental.

Target: ¢/
Occurrences Correct Incorrectly pronunciations
T= Int Int Acc (sound: occurrences)
P1 5 4? 4 0 0:1
P2 5 5? 5 0
P3 5 5 5 0
P4 5 5? 5 0

4.11 Summary of segmental errors

Table 21 summarizes the numbers of errors dueddugtion problems, errors
due to inappropriate intentions, and accidentablyrect productions. To see
tendencies, | divided the errors into two typesofi€onants” @/, /0/, v/, /Il, pre-
vocalic &/, /fl, In/, Is], fI, It/, i1, Id/, and /@/) and “Vowels (Rhymes)” (/eefs/l
lel, bil, lai/, and &/). As mentioned above, when the participants tledves
were not sure whether or not they intended to prooe appropriate targets, |
marked this with a question mark in the correspogdiesults tables. In this
summary | ignore those question marks.

Of the total 281 pronunciation errors, 186 (66.28)e due to inappropriate
intentions while 95 (33.8%) were due to productiproblems. Twenty-six
productions that appeared to be correct were dgtaetidental. In detail, among
98 errors regarding vowels or rhymes, 92 (93.9%jewdue to inappropriate
intentions. This large number should not be ignoredthe errors regarding
consonants, there are individual differences; P2 &% exhibited fewer
inappropriate intentions than the others, and R2 R#'s total pronunciation
errors were also fewer than the others’. Interghtinn spite of P2’s proficiency
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in English being the lowest and that of P1 the égghwhile P2 made the fewest
errors in both. Based on these limited data, tlseems to be no correlation
between English proficiency and understanding ohpnciation.

Table 21. Summary of the results for the segmestalrs: inappropriate intentions vs.
production problems. Nb: Pro= the number of “prdouc problems”; Int= the total

number of “inappropriate intentions;” Acc= the nwnbof “accidentally correct”

productions.

Consonants Vowels (Rhymes) Total
Errors Errors Errors
W Acc Pro| Int | AC [ Pro | Int | Acc
50 27 77
PL =1 T29 | 13 0o [27] O 1 [76] 13
37 24 61
P21 76 | 1 N ENER
52 20 72
P 973 | 6 [s [14] 2 [ 25]a7] 8
44 27 71
P4 3876 | O 0o [27| 4 [38]s3] 4
183 98 281

T=
89 | 94 | 20 6 | 92 6 95 | 186 26

4.12 Results for the phonemic contrast identification taks

According to the participants’ comments and the rsamy of their errors, the
participants seem to lack phonological awarenedsniglish in many cases. In
order to examine their phonological awareness nmeeply, | asked the
participants whether the homophone pair and minipzats were the same in
pronunciation or not; meat/meet, ear/year, bone/tamd who'd/food. Since this
task does not involve production, | could focus dme participants’
understanding.

The result was that none of the participants wertamn whether the words
in each pair were the same or different in proratimi. What is intriguing is that
their production of both “meat” and “meet” soundéalmost) the sam¥.
Nevertheless, the participants were still not dertdat these words were

4 Both “meat” and “meet” as loanwords in Japaneseaso homophones: [mi:to].
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homophones. Another interesting point is that betwéear” and “year,” the
pronunciation difference is obviously shown in #pelling, namely presence or
absence of <y>, but none of them paid attentiobh and became perplexed. The
comments from each participant listed below aréguaing with respect to the
participants’ own interpretations of English phap.

« P1: Between “who’'d” and “food,” she guessed that thngue position
might be different. (She did not mention for whausd the tongue
position might be different.) What is interestingré is she paid attention
to tongue position, rather than phonological catiegtion.

* P2 reported not knowing what the difference was,she misunderstood
that “meat” and “meet’” were different because tlpellsngs were
different. Meanwhile, “bone” and “born” were the ng&a because
Japanese EFL learners typically pronounced theselsvim the same
way, [baN]. She inconsistently referred to either spellmgJapanese
EFL learners’ pronunciation or loanwords.

« P3 said that she had been pronouncing the two wiordsach pair
probably in the same way, except she was taught‘¢aa’ and “year”
were different in junior high school although shaswnot sure what the
difference was.

* P4 claimed that she had no awareness of the coomdetween spelling
and sounds in English, or no knowledge about thgli§n pronunciation
system. In contrast, in Japanese she had the abesrection between
orthography and sounds, and had the whole pictlirthe Japanese
phonological system. Therefore, she had no ideaitatheese English
homophones and minimal pairs.

The participants’ comments indicated that they doreally have a clear picture
of the English sound system. Moreover, althougly tften referred to English
loanwords in Japanese or the rules of Japanese rizatian, they did not fully
depend on the Japanese phonology. Hocket (1960)edefinguistic sounds as
discrete, whereas non-linguistic sounds form aioaom. More specifically,
according to D. McKercher (personal communicatiosipvember, 2009),
linguistic sounds must be categorized as phonempariicular languages, while
non-linguistic sounds cannot be categorized as grhes. Since the participants
often could not categorize sounds in the stimulpasicular English phonemes,
they often might have pronounced English words wibh-linguistic continuum
sounds. In this way, the participants’ vowel andtaized vowel qualities®
varied substantially. It will be worth examining &ther their vowel qualities will
be more consistent after they learn the structfiemglish vowel inventory.

15 “Rhotacized vowels” =/, /ai/, and #/.
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4.13 Orthographic pairs reading results

As mentioned earlier, when participants read Jagmstimuli written in Japanese
orthography, they distinguished between [si] afill [ti] and [tfi], and [di] and
[(d)3i]. As for their [e], [e] and [ei], the first two can be categorised ag ®hile
[ei] can be categorized as E/e/.

Interestingly, P1 (the participant with the longessidency in Canada at
three years) showed different phonetic charactesishan P2, P3 and P4, whom
had all lived Canada for five months in. P1 aspuldt] in both a word-initial and
word-medial position, and did not show pre-voicfog [d], [d3], or [b], and did
not affricate [z]. In contrast, P2, P3, and P4 mlid quite aspirate [t], (except P2
aspirated word-initial [t]) and often showed preeing for [d], [ds], [b], and
even [dz], and also pronounced the affricate [d&tead of [z]. Japanese /z/ is
typically the affricate [dz] (Grenon, 2008), as niemed in 4.2 above. Vance
(2008) mentioned that, according to some descripfidapanese /p/, /t/, and /k/
are typically weakly aspirated in word-initial ptish or in an accented syllable,
and unaspirated elsewhere. According to Takada8)200 Tokyo and Kansai
region, voiced stops typically have negative vaioset time (VOT) value¥,in
other words “pre-voicing”. Recall that P2 and P& fsom near Tokyo and P1 and
P4 are from Kansai region. Therefore, P2, P3, ahdHdwed typical phonetic
characteristics in the Japanese stimuli, whereas dAbwed different
characteristics. Since P1 had been in an Englisireemment much longer than
the others, her L1 may have been influenced byLBein fact, in Haraguchi's
(2003) study, advanced Japanese ESL learners adfpuilish aspiration patterns
without special endeavour. However, as shown inl 8t 84.10, P1's
phonological realization was similar to that of titeer participants. This implies
that longer length of residence may help Japandatt ESL learners acquire
phonetic characteristics, but may not help themstant L2 phonological
categorization. Incidentally, according to Hirayania994), Kyoto dialect
speakers do not affricate /z/. Since P1 is front Kgato, her true fricative [z] is
possibly not from L2 influence, but rather a chéegstic of her L1 dialect.

Another interesting phonetic characteristic is thatand P4 added a glide in
the Japanese [(d)kiand [si] data, like [(Jzwi] and [swi], or unrounded
[(d)zwi:] and [syi:]. Conversely, they did not show such glide insertin the
English data. For example, they did not pronourstee¢eeded” as 4ksuyidid].
Their purposely differentiated productions may bae dto orthographical
interference. In the Japanese syllabary systemnwheew syllable comes into
use, it is written with the combination of two ekig symbols (a big symbol and
a small symbol), instead of creating a new symbmaZuka, 2009). For example,

% In the Tokyo area, younger speakers more oftew giusitive VOT values in voiced
stops than older speakers do (Takada, 2008).
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the new syllables [(d)zi] and [si] are written with X ¢> and <& 7>
respectively. This two-symbol structure may causmmes Japanese speakers to
add an extra sound.

5 Discussion

5.1 Pedagogical implications

The pronunciation error patterns of these JapaB&telearners can be divided
into the following four types, summarized in TaBR

Table 22. Summary of four types of the errors cottadiby the participants.

A lack of phonological knowledge or misunderstany of target sounds
Abandonment of particular phonemes in learnieter-language

Difficulty in articulation or a lack of knowledgof the sound quality of a target
phoneme

Accidentally correct productions

o owx»

Only C is a phonetic error, but the others are edilry misunderstanding. In fact,
in many of the cases, the participants did notnicitto pronounce the proper
target phonemes. If native Japanese-speaking lsaoh&nglish adopt the same
behaviour, articulatory training often does not pheghem improve their
pronunciation. The findings of this research suggleat pronunciation lessons
need to stress learners’ understanding of targends and the phonological
system of the target language, and not only whahkrs actually produce. Each
type of error is discussed in more detail below.

5.1.1 Type A: Lack of phonological knowledge/ misunderding target sounds

Learners do not know what they are supposed toopirze. Learners often do
not consider the target sound as a discrete phgicalocategory, but as a non-
linguistic sound. For example, the participants evaot sure whether /e/’s in
“gave” and “they” were the same. Therefore, theaiodoictions phonetically
varied over a wide range. Another example is thigigants’ misunderstanding
that bi/s in “north,” “warm,” and “more” were supposed b@ pronounced
differently. The source of this type of error igthearners have not been taught
the English symbol-sound correspondence rules. &soll (2004) stated, letter
knowledge precedes phoneme awareness, as meniio@et Learners need to
know the concept of discrete phonological categbion with the visual cue, the
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orthography. As well, as Makino (2008) mentionedyrhers need to be shown all
the English consonants and vowels to grasp theenpioture of the phonological
inventory.

5.1.2 Type B: Abandonment of particular phonemes in leegninter-language

Learners know what the target sound is, but thesxe febandoned the particular
phoneme in their inter-language. For example, R&wimat the English /I/ and//
were different from the Japanesé but she gave up trying to acquire E/I/ and
E/i/, and substituted both with d./According to the participants’ comments,
they did not know why some particular phonemic casts, such as E/l/ andik/
must be distinguished, and so they were not metiv&b practice the contrasts.
In order to help them understand the concept ofrasts, other ESL learners’
errors or JSL (Japanese as a second language¢ngagmmors seemed effective.
For example, naming the /p/ and /f/ confusion bydém speakers and the /p/ and
/bl confusion by Arabic speakers, which are notbpmatic for Japanese
speakers, helped the participants understand wbatdnfusions like /I/ and//
sound like.

5.1.3 Type C: Difficulty in articulation or a lack of kmgedge of the sound
quality of a target phoneme

Learners know what the target phoneme is and attengronounce it, but fail to
meet the target in terms of articulation, or caretrtbe target in isolation or
careful speech but cannot afford it in a practisifllation. Alternatively, they
misunderstand the sound quality of the target pimend-or example, P3 tried to
pronounce /8/ in the right place, but sometimes affrécated it. This type of
error is a purely phonetic issue. Learners needesgmonetic tips or need some
practice on their own.

5.1.4 Type D: Accidentally correct productions

Learners accidentally met the target, but theidpotion of target sounds was not
intentional. In other words, it can be called a arvwverror. For example, P3

pronounced a target-like][in “wrap”, but actually she intended to pronounce
Iwr/, which happened to be realized as pAlthough this type of error may be

difficult to find, the source of the error is thense as either A or B. Therefore, if
learners understand the concept of phonologicageaization and symbol—

sound correspondence rules, this type of errobeaavoided.
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5.2 Limitations of the analysis

Firstly, this study’s data were limited as somergtsuappeared in only one word.
For example,/ appeared only in the word “North”, andi/ appeared only once
in the whole passage. There is no way to know Hewvparticipants pronounce
these sounds in other words. However, this study stidl able to identify the
participants’ understandings of these sounds, asiomed in 84.1 and §4.6.

Secondly, the participants themselves were oftensaoe of what they
intended to pronounce, which made it difficult tmlge whether they attempted
the proper target sounds or not. Moreover, thegnofised their L1 sound without
understanding the L2 phonological inventory, arel th sound happened to be
within the acceptable L2 target phoneme. For examphen they consistently
used J/e/ for E/, it sounded correct, but if they did not pictiik/, or so called
“Short E”, it is questionable whether they intendegronounce the proper target
or not. In these ambiguous cases, | put a questamk. At the same time, these
ambiguous cases indicate that the participantsndid understand the target
sounds.

5.3 Future research

Firstly, this study found that the participants Kaghonological and
orthographical awareness in English in many cdsswuld examine whether the
finding from this qualitative study are generalilatby performing more
guantitative research.

Secondly, P1 with three years of residence in Carzatl better sound
qualities of J] and aspiration than the other participants, wiileterms of
phonological and orthographical awareness, P1 wa#as to the others. For
example, P2 and P4 (with only five months of resaein Canada) performed
much better than P1 in the /I/ and distinction. Longer residence may help
learners improve phonetic accuracy but may not fedpners naturally acquire
L2 phonological mapping and spelling rules. Sinke participants had been
exposed to English loanwords or strongly Japanesentéed English for a long
time, this exposure may have prevented them fromstcocting the L2 rules.
This has to be studied with more participants aftiure.
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6 Conclusion

When Japanese ESL learners mispronounce Engligy, tfiten intend to
pronounce different sounds due to their misconoapéibout target sounds, or
due to their own interpretations of English phogglioas opposed to current
ideas about Japanese learners’ articulatory imahdiproduce particular sounds.
Especially, in this experiment, the participantstoes regarding vowels or
vowels followed by # were due to misguided intentions 93.9% of theetim
Japanese ESL learners’ misconceptions are likedytduheir often not having
been taught the basics of English phonological arttiographical systems.
Therefore, the same phoneme spelled with the sdphmalzet letter(s) is often
purposely pronounced differently when it appearsdifferent words, For
example, <v> in “gave” and that in “traveler” arésomderstood to be different
phonemes. On the other hand, different phonemdiedpeith different alphabet
letters are often purposely pronounced the same* #a“hard” and <ir> in
“first” are in this way misunderstood to be the sgpmoneme(s). Moreover, even
in the production of the notorious /I and there was a clear difference in their
productions between those who tried to distingtiigm and those who did not.
Insofar as Japanese ESL learners have not yet tagght the basic English
symbol-sound correspondence rules, they would imitell to pronouncing
according to their own interpretations of Englishopology. If Japanese ESL
learners have not yet pronounced their L2 soundsrdmg to true English
phonology, there is no way to know whether theyalty have difficulty in
producing particular sounds. It would be safe toidhimmediately concluding
that pronunciation errors by Japanese ESL leawwre from their articulatory
inability to produce.
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Appendix
Reading Task: The North Wind and the Sun

The north wind and the sun were disputing which stasnger, when a traveler
came along wrapped in a warm cloak. They agreed ttiea one who first
succeeded in making the traveler take his cloakluduld be considered stronger
than the other. Then the north wind blew as hartieasould. But the more he
blew the more closely did the traveler fold hisad@round him; and at last the
north wind gave up the attempt. Then the sun sbab&armly, and immediately
the traveler took off his cloak. And so the nortimavwas obliged to confess that
the sun was the stronger of the two.
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LOL! (laughing online):
An investigation of non-verbal communication
in computer mediated exchanges
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Computer mediated communication (CMC) has a grovgirggence in
modern communication. This paper discusses linguissearch in the
field of CMC and explores how non-verbal communarat

particularly instant messaging and texting, matsféea CMC. CMC

has been found to be more conservative than spdéethless

conservative than written language. Emoticons andnmtopoeic
expressions in CMC seem to play a role similar tn-werbal

communication in face-to-face conversation; howen®re research is
necessary to confirm this.

Keywords: computer mediated communication, instant messaging
texting, non-verbal communication, emoticons

1 Introduction (signing in)

With the advent of personal computers and affol@iternet connections, more
and more people have begun to utilize computer atedi communication
(CMC). These methods range from videoconferenaniptum boards to email,
but this paper will focus on texting and instantssaging (IM). “Many teachers
believe that students' wide use of "text speal"dikey factor in their students’
negative performance” (Ross, 2007), claiming thé& form of communication
has negatively impacted the way students writes Phaiper will not focus on the
concern that CMC is destroying the English langudmé instead upon the
potential problems of non-verbal expression in CMiGw can a speaker convey
the depth of emotion present in non-verbal cuesh &s facial expression and
tone of voice, in a purely textual medium?

As a necessary precursor to further discussiongsamportant terms used
in this paper must be defined. CMC shall be comsilieany method of
communication between two or more sentient indiglduoccurring via
interaction with a computational device (computer cell phone) across a
physical separation between interlocutors. Fomntlst part, the form of CMC of
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greatest interest will be IM, which constitutesoanenunication event that is text-
based and synchronous, and which occurs betwepically, two participants,
driven by a messaging client such as AIM, MSN Megse, or Facebook Chat.
Another important form of CMC is texting, which Indes all textual messages
sent via handheld devices to other handheld dewdgésout any additional
instant messaging client. Non-verbal communicasioall be taken to encompass
paralinguistic cues such as vocal tone and nom#désounds, proxemics, haptics,
posture, eye contact, gestures, and facial expressin the context of CMC,
traditional non-verbal communication is limited as result of the spatial
displacement of the participants; as such, fomptlmposes of this paper, the most
relevant non-verbal communicators will be paralisjo cues defined as
onomatopoeic items and textual variation such gstalaletters indicative of
loudness, facial expression translated into emio$icor icons representing
common facial expression, and gestures, also shgvemoticons.

2  Research and backgroundfinding contacts)

Early forms of synchronous CMC arose in the 1968safg, Yen & Zhang,
2008) but did not become widespread until 1993uroige with texting (Ling &
Baron, 2007), and 1996 with the advent of ICQ irrtNé&merica (Huang et al.,
2008). Given the relative newness of CMC, it is sotprising that there is a
fairly small pool of research. Not only is the #akle research fairly limited, it
is also fairly diffuse. Researchers interestedhia topic range from computer
scientists to psychologists and sociologists, &iflew linguists to round out the
field. CMC research has begun to deal with a wariet common myths,
including the idea that IM is primarily composedaifbreviations and that it is
encouraging poor English. Less research has beea wovards understanding
how non-verbal communication translates into CM@isTpaper will explore
some of this research as well as the impact ofrtezaction between CMC and
non-verbal communication.

Linguistic myths abound in many communicative damaiCMC is no
exception. Some have even gone so far as to calC Ciie linguistic ruin of
[the] generation” (Axtman, 2002, p. 1). Researcheeve made numerous
findings that discredit this notion. For exampler&n (2004) found that only
1.5% of words (in a large sampling of IM conversati) are replaced by
stereotypical IM abbreviations (el§r ‘later’), initialisms (e.gjk ‘just kidding’),
and emoticons (e.@). Tagliamonte & Denis (2008) found a slightly héghrate
of characteristic forms at 2.44%, but this wad stifar lower percentage than
expected. Given the popular conception that CMQttls more than acronyms
and emoticons such as 18r <later>, kk <okay>,<tglk to you later>, lol <laugh
out loud>, brb <be right back>, ag, these findings are extremely significant.
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If only 1.5-2.44% of words are being reduced toliztg IM speech, there
remains a significant quantity of words used in enopnservative, traditional
linguistic expression. The reduction ydu to u has also been observed to occur
far less often than assumed by the general popubdtie 91.4% of all instances
of you retaining the full spelling and only 8.6% reducittgu (Tagliamonte &
Denis, 2008). Ling & Baron (2007) also found simlijalow percentages of
shortenings and emoticon use in texting corporasélresults strongly suggest a
need to reconsider the notion that CMC is reduced &iddled with
hieroglyphics, many of which [readers] simply coulat translate”(BBC, 2003).
It is, however, also important to note the samjde ef the corpora used to draw
these conclusions. Though comprised of many thalssahwords, Tagliamonte
& Denis’s (2008) corpus (one of the largest usedhis area of research) was
comprised of the conversations of only seventy-seeondary school students.
Until larger corpora are created, it is potentialdeceptive to make
generalizations. Seventy-one students are harglyesentative of the entire
community of IM users, particularly given that thecondary school students in
question had volunteered to work with a mentorgiripgram based out of the
University of Toronto. These students are likelyresentative of a certain type of
individual with interest in post-secondary educatamd academic research, and
who may place greater emphasis on academic vdiaaesaould other youth.

A number of researchers have also used their catpdind similarities and
differences between speech and CMC as well as batweitten language and
CMC. In the same 2008 work, Tagliamonte & Denisatoded that, though not
nearly as conservative as standard written comratiait, IM remains noticeably
more conservative than speech in a variety of aréhat speakers choose to
intensify only 12% of eligible adjectives in IM b2d% in speech suggests that
IM tends towards a more conservative written-laiggustyle (lacking intensifiers
such asvery andsg). However, given that there is a strong preferdincenore
modern intensifiers (e.geally andsog) in IM, it must still be a more progressive
speech-like form than standard written English ({Bagonte & Denis, 2008).
Similarly, Tagliamonte & Denis (2008) found langeagsed in IM to be more
conservative than speech but also more progrefisare written English in the
domains of quotative verbs (e.be like versussay3, future references (e.g.
gonnaversuswill), and deontic modals (e.gwst, have o In all of these cases,
IM seems to exist somewhere between the cutting etlgpoken communication
and the fairly static standard written medium. CMdgespite being more
conservative than traditional spoken communicatiso seems to take a fairly
pragmatic approach compared to many written stalsddiexting and IM both
tend towards using contracted forms, contracting%4and 68.1% of potentials
respectively (Ling & Baron, 2007), which mirrorsrere speech-like or informal
style. Texting also tends to omit apostrophes intremtions (likely due to
complicated input methods), using only a third equired apostrophes (Ling &
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Baron, 2007). Punctuation is also commonly drogpdzbth texting and IM with
the sole exception of question marks, which appawing 73% of questions
in texts and 100% of questions in IM (Ling & Baro2Q07). This sort of
behaviour seems to support an efficiency and niggesgsproach to punctuation
and may change as input technology improves. Urles® is the possibility of
ambiguity without the punctuation — for exampleguestion being taken as a
statement and thus not being answered — it is giigplred for speed and ease
of input.

Not only is CMC stylistically unique, it is alsogsiificantly removed from
other communication mediums by physical manneriotisins. Where face-to-
face conversation allows for a full range of nomba communication, phone
conversations remove physical cues but still alfowparalinguistic cues, and
signing conversations remove auditory/tonal cudsabaw proxemic and visual
cues. On the other end of the spectrum, lettelingritacks auditory and visual
cues but tends to use far more advanced literadyrhetorical cues to evoke
emotion. This occurs as a consequence of greaer b consider and revise
utterances before sending. IM is like none of thétskacks auditory and visual
cues; and, being synchronous, requires relativaydr responses, leaving less
time for consideration and rephrasing. This is whenomatopoeic utterances
and emoticons come in. Just as facial expressimhdaaghter punctuate face-to-
face, phone, and sign language conversations atrsmnand phrase breaks,
utterances such asaha and lol appear in IM almost exclusively at these
junctures, forming a similar sort of punctuatiorrd®ne, Spencer & Mandell,
2007). This suggests that despite the significaiffierdnces in mode of
expression, emotional cues are still present in TWe implication is that
emoticons and facial expressions may indeed beogoa$ forms, just as the
textual onomatopoeias may be serving faithfullysagndless representations of
paralinguistic cues. Nevertheless, a differencenténtion does remain as IM
emotional cues tend to be much more consciouslyesgpd since they must be
actively entered into a device, as opposed to fadaee cues (Derks, Bos &
Grumbkow, 2008). This allows for a more purposefpplication of emotional
quality than does an unconscious grin in face-tefaonversation. This,
however, does not break the analogy suggested byptrallel patterning,
allowing emoticons and onomatopoeia to be consiléMdC analogues of non-
verbal cues present in other types of speech. Thsepce of these iconic
representations differentiates CMC from other rittanguage forms, as most
other forms use purely linguistic means to conveyo#on without iconic
emotional representation.

Given that emoticons and onomatopoeia seem toitumas emotional cues
in a purely textual environment, and given that gomal cues tend to be fairly
common in face-to-face communication, it is strikithat both Tagliamonte &
Denis (2008) and Ling & Baron (2007) report such jgercentages of emoticon
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and onomatopoeia use in IM. This may be a resuh®hature of the corpora or
the possibility that volunteers chose not to submdre emotionally charged
conversations. This again highlights the need &gdr and more diversely
constituted corpora of CMC to be developed in ortecapture data that is
representative of all manner of natural CMC, spagriige and conversation
functions. Ethical issues may stand in the wayasfyecollection, but until a more
substantial corpus is collected it will remain diffit to properly generalize
trends, including those surrounding emotional esgioe.

Regardless of emoticons in IM, emoticon use has lfeend to correlate
positively with enjoyment and degree of persontgrixction perceived by users
(Huang et al., 2008). It seems that, when “spe&kese emoticons, they feel
more connected and also (perhaps as a result)ierpergreater enjoyment in
the interaction. This may support the idea of eownts as being analogous to
facial expressions as, when people smile and betvguessively, they also tend
to report greater enjoyment in interaction (Huahgle 2008). On the other hand,
people who are generally enjoying an interactiony m&se more positive
emoticons, just as people who are enjoying a caatien tend to smile more. As
such, it is hard to tease out the cause and e#&ttonship.

Derks, Fischer & Bos (2008) take a slightly difiereapproach to
investigating reasons for emoticon use by propodimgead, that speakers use
emoticons to clarify and intensify messages justhay use non-verbal cues in
face-to-face contexts. In this view, emoticons play pivotal role in
communicative clarity and depth. Enjoyment is ndtnary in this theory. They
also claim (in opposition to the findings of Taghiante & Denis, 2008) that
“emoticons are used very often, especially in symobus chat devices such as
MSN” (Derks, Fischer & Bos, 2008). Though emoticarnot elicit mimicry
(Derks, Fischer & Bos, 2008), they do apparentliilfthe need for emotional
contact, allowing CMC participants to develop irdicg and emotional
connection to an equal or perhaps even greateeddgan face-to-face speakers
and listeners (Walther, 1995). In light of thise@asch, it seems reasonable to
suggest that emoticon use in IM may, in fact, bal@yous to non-verbal
communication in face-to-face contexts.

Beyond speakers’ motives for using an emoticonaor-verbal display, it is
important to consider the listeners’ interpretatidrihe stimulus. Using artificial
email messages (either positively or negativeljined) with smiling, frowning,
winking or no emoticons, Walther and D’Addario (2p@ound emoticons unable
to change the positivity or negativity of a messagthe eyes of a reader. This
does not support the idea of emoticons as equivédefacial expression. These
results may, however, be skewed by the strong gatenf the statements which
may have made them too absolute to be effectetidopddition of a single non-
verbal cue. Later work by Derks, Bos & Grumbkow G8)) with an added
neutral condition and somewhat less absolute s&ttsmn both the positive and
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negative conditions, found that emoticons were ablencrease ambiguity and
sarcasm when they contradicted the valence of tegsage. Smile emoticons
also increased the positivity of a message thay there paired with, while

negative emoticons increased negativity for positvd neutral conditions but
not for negative conditions. This complicated iptay of emoticons and

interpretation suggests that, like a physical esgion of emotion, emoticons can
help mediate message interpretation.

Both Derks, Bos & Grumbkow (2008) and Walther & Didario (2001)
used artificial messages set in the context ofraaile(and not an IM). Though
offering valuable insights, these research contestsnewhat reduce the
generalizability of the results. Artificial messagae contrived, and as such may
not accurately represent the cases wherein an laspemker would apply
emoticons to manipulate interpretation. The usaroemail carrier also impacts
the interpretations, as email is an asynchronowtiumewhich allows for longer
consideration and is less analogous to face-to-fageversation than is
synchronous IM. Ideally, to fully investigate themverbal cues inherent in
emoticons one must observe and test them in nasyrathronous conversational
settings.

Though research has been done on a number of aggesrnoticon use and
CMC, it remains incomplete and unable to fully explthe communicative
application and impact of emoticons and onomat@poEhe field remains open
for future research.

3 Conclusion(hitting ‘send’)

CMC is becoming ever more prevalent in contempocammunication, and this
increasing prevalence seems to be leading to desglestigmatisation of the
medium. Nonetheless, there are still those whabelthat CMC, such as texting
and IM, is an inadequate and even harmful methadwimunication. CMC is an
area of interest that is, as of yet, fairly undesearched. It leaves plenty of room
for new discoveries and insights and, as suchpdeedibly inviting for young
linguists. More and more people are building andntaiing relationships via
CMC; subsequently, it is important to understand tfifferences between
traditional letter writing, face-to-face communioat and CMC. How exactly we
communicate emotion in a synchronous yet displaaed purely textual
environment is a worthy field of study. Every time gain new insight into the
function of CMC we validate its use and preventspriptivist tendencies from
hiding and even condemning the exciting new devaknis of the English
language as it is used in a new medium of expressio
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This paper explores the recent use of the suffixn English slang
formation, as found in such forms as “whatevs,"tésy” and “for
reals.” A morphological analysis contrassswith similar suffixes and
describes related morphological processes, indudiipping and
reduplication. The history, productivity and usatjstribution of the
suffix are also examined.

Keywords:-s, slang, English, suffixation

1 I ntroduction

The suffix-s serves many purposes in English: it can mark fityrgpossession,
or grammatical person. Recently it is also becompupular for creating
informal, slang versions of common words and ptwaBer example, “see you
later” becomes “lates!” and “this is certainly mgvburite song” becomes “this is
totes my faves song”. Including “for reals” in ansnce expresses the truth or
sincerity of the statement.

This paper is exploratory and aims to describerétetively new linguistic
phenomenon of what will be referred to as “slagg and will examine the
suffix's morphology, history, and productivity, arité connections to other
English morphological processes.

2 Data

Examples of words and phrases using slangre presented in Table 1. These
were collected from the author's personal lexiceelf-reported data from
colleagues and acquaintances (both male and fenadiee English speakers,
ranging in age from 12 to 60), and online souréesslang, these words do not
appear in any standard dictionaries, and, presymatause of their recency,
only two were found in published slang dictionarigny words with slangs
can be found in Urban Dictionary, an online reseuttat is wholly user-edited
and is thus much more current than most publishedksy but which lacks
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professional standards and official citations. Thigbsite was used to find
possible samples of slang which were then confirmed in other sources before

being included in the data set.

The data span several word classes, which sugfpespsoductivity of slang
-s is not limited to any one category. As discussedhe next section, though,
there are likely two separate but related sufftked constitute the slang.

The suffixation of-s does not appear to change word meaning, but rather
serves to change the register to informal, collalgspeech; thus definitions are

not included in the data set.

Table 1. Words and phrases with slagguffix.

babes < baby/babe
cutes < cutie
homes < homey (< homeboy)

Nouns

pops < pop
dins < dinner
(what's) the haps <'svhappening

blates < blatantly

defs < definitely

for reals < for real

howevs < however

laters < later (< see you later)
lates < later (< see you later)

Adverbs

mabes/maybs < maybe
obvs < obviously
probs < probably
totes < totally
supes < super
whenevs < whenever

brutes < brutal
fabs < fabulous

Adjectives

faves < favourite
perfs < perfect

jokes < I'm joking

Verbs

hells no/yeah < hell no/yeah
(oh) noes < (oh) no

no probs < no problem
okays < okay

Interjections

tevs < whatever
wevs < whatever
whatevs < whatever
(oh) wows < wow

whoevs < whoever

Pronouns
whomevs < whomever
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3  Morphological analysis
3.1 Clipping

Slang-s suffixation is often, though not necessarily, anpanied by clipping, a
process of “extracting a word from a longer wordhe same meaning” (Millar,
2007, p. 39). When clipping occurs with slasgthe word is often reduced to the
first closed syllable, as itotesand perfs. ®metimes only the final syllable is
dropped, as irwhatevsand howevs which may be because the monosyllabic
form is blocked by another common word, empat-scould be easily confused
with what's and thus it must b&hatevsanstead- this may also be why there are
not many nouns that take slarsgbecause the extremely common plusauffix
would block the use of slang. In the case of words likievs the clipped form
has been extracted from the middle of the wegdsalso demonstrates that there
may be more than one slang form for a word, wlgatevstevs andwevs. Obvs

is an interesting example, since it ends in a comsbcluster, consisting of the
coda of the first syllable and the onset of thdofeing syllable. This may be
because the is perceived to be an integral part of the wongt, tmay also be
influenced by written English, where an abbreviatedn of the word would
likely maintain thev for clarity.

Slang-s could possibly be a form of embellished clipping.(clipping plus
suffixation), along the same lines as Britigdrs (e.g. preggers < pregnant
starkers< stark nakell (Huddleston & Pullum, 2002, p. 1636); howevee fact
that some words with slang do not undergo clipping, such & reals and
laters, suggests that this is a stand-alone suffixatimtgss that may optionally
be accompanied by clipping, rather than a caselippiog accompanied by
suffixation.

3.2 Hypocoristic

A review of the Oxford English Dictionary revealéldat some of the words
included in the slangs data set are in fact derived from an older proadss
hypocoristic formation, dating back to the™®entury. The OED definess
(suffix?) as a “shortened form of the hypocoristic dimimetsuffix -sy, added to
the same classes of words, Ebs toots ducks moms. This -sy suffix is a
diminutive suffix added to proper names (83gtsy Patsy Nancy and common
nouns (e.gducksy petsy popsy, and is also used with adjectives “expressing a
degree of mocking contempt” (e.grtsy-fartsy backwoodsyfolksy) and may
sometimes be considered a nursery form (&sg-bitsy teensy similar to words
in -y. Huddleston & Pullum (2002) share this analydestisg thats may be used
in terms of address (e.gop9 or “playground words” with the diminutivae

Working Papers of the Linguistics Circle of the nsity of Victoria20, 124-130
© 2010 Vanessa McCumber



127

(e.g. onesieswidesie$. This playground suffix may be found on some fue t
same words as listed in the data set above; fonpbegfor realsiesandfavesies

In this way, the nouns included in Table 1, lik@besandhomesmay be
separated from the other word classes and categotiader this olders form
rather than a new slang suffix. However, it is possible that the two sxéfs
interact with one another, and that the hypocafditninutive form is the
origination of slangs, or that the rise in popularity of slarghas renewed the
use of the olders form. More detailed analysis is necessary to datex exactly
how the two suffixes are related.

3.3 Adverb-s

The OED includes anothes (suffix' ) which is used in adverb formation and
accounts for the alternations between null asméh words likeanyway(s)and
backward(s) It was originally a genitive suffix for Old Engh nouns and was
used as an adverb-marker in Middle English. Althootany slangs-words are
adverbs, it is unlikely that the new suffix is dexd from this older adverb-
marking one, given their different functions (graatival changing versus
register changing) and the fact that slasgan apply to many other word classes
as well.

3.4 Additional morphological processes

Another word-formation procesbk|c-reduplication, can be found to accompany
slang-s. Mc- can be used as a prefix for forming (often pdjeed names, such
as “Crazy McLegs”, for a person with notable legi¢ernatively “McGee” may
be used to the same effect (e.g. “Legs McGee”")h\Wlang-s, McG- is used as a
prefix for rhyming reduplication to add an elemenftplayfulness or emphasis,
creating forms likeotes McGotegalternatively spellednagotey, featured in the
film | Love You, Mar§2009), andrutes magutes

The suffix-ski, borrowed from Slavic languages, applies to the sclasses
of words as slangs, leading to diminutive forms likbrewski(< brew, = beer),
and adverbs likéoteskiandwhatevski This suffix, like slangs, does not have a
specific meaning but rather changes the registarrtmre casual or playful one.
In addition,-ski may then be followed by slangto create words likéoteskies
andwhatevskies
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4  History and productivity
4.1 Timeframe

Many words that take slang have only recently been used as slang. For
example, in the Partridge Dictionary of Slang (20@8veis only dated to 1921
(US usage),for real to 1952 (US),later to 1954 (US),no probto 1971
(Australia), perfto 1979 (Australia)totally to 1982 (US), anavhateverto 1989
(US). Latersandlatesare listed with no date under the definition fater, but
must be at least more recent thater's date of 1954.

In Urban Dictionary, which has been online sinc€9,9most of the words
with slang -s have been added between 2003 and 2005. This g$siged,
although these words were almost certainly beiregl usefore these dates, they
may have been increasing in frequency and becomioige accepted among a
larger population in the early- to mid- 2000s.

A search of the Corpus of Contemporary AmericanliEng2008) revealed
two print sources of slang. whatevsin a passage of dialogue in a young-adult
fiction novel from 2006 Dial L for Loser, Lisi Harrison), andaters in a short
story in a 2008 issue of Asian-American magatiyphen The British National
Corpus (2001) has one undated recording of Londendgers usintaters (13
conversations recorded by “Terry” (PS5A1)). Theyalso a recently published
book titled The Will to WhatevéEugene Mirman, 2009). This scarcity of print
sources confirms that slargis not yet well-established in mainstream media.

4.2 Usagedistribution

According to self-reported data collected from wvetispeakers, slangs 4is
available in at least some Canadian, American,Baittsh dialects of English. It
can be heard spoken in North American and Britishsfand television, but is
more readily found in online text. The Partridgectidinary gives Australian
origins to several clipped slang words, but not fibiens in-s, so the suffix's
presence in Australian English could not be cordidm

Although present in spoken English, slargyseems to be even more
prevalent in written language, particularly in casanline writing and texting.
The -s is occasionally spelled with <z> in some instan¢eg. for realz or
whatevy, possibly in association with hip-hop culture wéez> is a common
alternative to <s>, as seen in, for example, the title Boyz n the Hoo991).
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4.3 Productivity

As seen in Table 1, slang €an attach to a wide variety of word classes,
including adjectives, pronouns, interjections, reuhypocoristic slang), and
even verbs (e.g. the participjeking in I'm joking. The suffix seems least
commonly attached to nouns, perhaps, as mentiamegection 2, because of
blocking from the plurats suffix. It may be attached to a monosyllabic word,
often in clipped form, or a bisyllabic one; theaare insufficiently complete to
confirm the productivity for longer words. Exceptthe case ofioesandokays

-s always attaches to a closed syllable. It is pbsshat these two words are part
of a separate suffixation process, since they seefre more like nursery or
playground words, with the suffixes rather than like the rest of the words in the
data set.

Slang s, when combined with clipping, could potentially hesed for
convenience, since the resultant words are shdinr the non-slang forms.
However, there is sometimes a sacrifice in easatimfulation, for example in the
word obvs which has a cluster of three consonants withedffit places of
articulation, which is rather difficult to say. Bhimay be a case of writing
influencing spoken word.

As a final note, many of the adjectives with slasgare used as a verb
complement rather than a noun modifier, as in #hesokies are fabs” rather
than “these are fabs cookies”, althodghesfunctions equally well as both.

5 Conclusion

This paper has explored the suffixas used to create informal slang words for
colloquial speech. It is a recent development,ndatio earlier than the mid- to
late twentieth century, and gaining in popularitgaise in the past decade. Slang
-s is often accompanied by a clipping process, anelated or similar to other
suffixation processes in English, such as dimir#syand playgroundies It is
productive for many word classes, including advertaljectives and
interjections, and is sometimes used in conjunatiith Mc-reduplication and the
suffix -ski.

Popular slang can quickly fall out of use, and gitleat slangs has had a
relatively short lifespan in which to establishexrrmpanent place in the language,
this suffix may eventually fade as a passing trétwlvever, slang words derived
from clipping, to which slangs-is closely tied, appear to be fairly stable in the
language, so perhaps slargytoo will become a standard component of the
English word-formation repertoire.
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Strategies for webpage trans-editing:
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Webpage trans-editing is a new trend in the stuflytranslation

variation. Based on previous research in news fedittng and general
translation studies, this paper firstly introducgsme new types of
trans-editing practice in order to redefine “trauiting”. From a socio-
cultural perspective, a contrastive analysis ofrseuexts and target
texts is conducted to explore several strategigswiebpage trans-
editing. At the lexical and phrasal levels, thispga discusses the
following  strategies: domestication, foreignization deletion,

conversion, and explanation. At the discourse lewsttategies of
heading, selection, and restructuring are elabdrafmn. In order to
analyze the potential social and cultural factomoived in the choice
of strategies in trans-editing, examples are sete@tom the internet,
ranging from the areas of culture and politicsritegainment.

Keywords trans-editing, webpage, translation variationcialo and
cultural factors, strategies, adaptation

1 Introduction

In Translation Variation Theory, Huang (2002) defriranslation variation as an
activity that aims at “deriving the relevant corigenf the original version by
using the appropriate adaptatibnsn the light of specified readers’ needs under
specified conditions” (p. 35). Huang (2002) goedmidentify eleven translation
varietied including trans-editing (TE). Huang (2000) defirteans-editing as a
special form of translation variation that involwbe simultaneous interaction of
both translating and editing The source text (ST) is trans-edited such that th

! These include: expansion, deletion, editing, comtary, condensation, combination,
and reformation (for more information refer to Hga2000, 2002).

% The eleven translation varieties: selective tratitsh, translation and editing, translated
narration, condensed translation, translated suimaieom, translated commentary,
summarized translation commentary, explanatorystedion, translation rearrangement,
translation and writing, reference translation (fioore information refer to Huang 2000,
2002).
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most valuable information (to the particular reatigy) is reorganized in a
sequence that is logical and acceptable to reawfetise target language (TL).
The emergence of new technologies has dramatichbiyged translation such
that traditional “full” translation methods no lagrgmeet the demands of the
translation market. Insofar that TE is an efficieantd time-saving type of
translation since it selects only the informatibattis highly relevant to readers,
it has become the focus of much academic atteiidghe field of Translation
Studies (TS).

Mossop (2006points out that the technological history of tratisin can be
divided into pre- and post-computer eras. Webpeaaeskation demands special
translation techniques that are different from éhasvolved in traditional, full
translation. Trans-editing responds to this demantat it is a very flexible and
efficient translation strategy.

There have been several historical trends or appesadeveloped in TS
that have viewed translation from different vant@génts: linguistics (Catford,
1965), culture (Bassnett & Lefevere, 1990), ideglodeung, 2006) and
sociology (Wolf & Prune, 2007). In meeting the deaa of localization within
the larger context of globablization, trans-editif@nd the trans-editing of
webpages in particular) has involved more socidl@ritural adaptation.

This paper aims to analyze social and culturalofacin the choice of
strategies for webpage trans-editing. Substantiatfdexamples from a number
of official websites and the author’s teaching matethis paper investigates the
relevant strategies applied at the lexical, phrasald discoursal levels of
translation. The findings are expected to inforral-e webpage trans-editing
practice in English—Chinese and Chinese—Englisiests

2  Background
2.1 Trans-editing

Over the last decade, much of the research on-&ditiag (Cheng, 2002; Huang
2000, 2002; Li, 2001; Sorby, 2008; Vuorinen, 198W;, 1998) has focused on
news trans-editing.Sorby (2008) conducts a comparative study of the
complimentary versus derogatory word usage in thastation of news from
English to Chinese. She points out that, while idgaivith words that bear
negative or positive connotation, translators uguahnsform the ST “through
choosing the preferred meaning; changing behavigoncept and mood,
particularization; omitting or softening the crélctones” (p.25). In her article,
“Bring the News Back Home: Strategies of Accultimatand Foreignization,”
Bassnett (2005) definggws translatioras being different from the general term
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translation or traditional full translation. She also claiti&t news translation
displays a stronger tendency toward acculturation.

Many scholars in TS from China have contributedht® research on news
trans-editing from English to Chinese or the otlvay around. Among them, Liu
and Huang (2001), and Xu (1998) have addressellatie principles involved in
TE; Chen (2009) has discussed the ideology-relateths in English—Chinese
news trans-editing, and Zhang (2004) has analyzedrans-editing process from
a functional point of view. To the extent that mutk research has focused
mainly on news and journalism, this paper will tfisstempt to address the trans-
editing of other text types besides news.

2.2 Webpage trans-editing

With the advent of the Internet, translation hasobse an activity that is closely
linked to computer networks. Scholars of informattechnology tend to tackle
technological problems in their research on trdiwsia while those from the

translation field itself focus on the theoreticaldastrategic aspects of network
translation. Tang and Gentzler (2008) point out thanslation has become a
network-supported commercial process because dfatigmation. At the same

time, webpage translation, such as that of goventmpertal websites or the

websites of multinational corporations, needs tddgalized in order to provide

target readers translations that they find higlalgeatable.

Webpage translation is a diverse enterprise, wbisters an array of topics
including (among others) economics, politics, sceertechnology, culture, and
entertainment. Consequently, the translation ofpagks requires knowledge of
various fields and translation strategies to copéh wdifferent text types.
However, due to the constraints of time and spagzeweall as regulatory
constraints, webpage translation has unique featler example, unlike full
translation, less relevant information (relativethe readership) can be omitted.
The layout of a webpage can also be redesignedt#n to the target culture, and
information can be reshuffled for the convenientcamet readers.

% Acculturation is the eradication of traces of ‘@thess” in a text so as to reshape the
text for domestic consumption in accordance withribrms and expectations that prevail

in the target culture. It brings a text more cortgdieinto the target culture since that text

is effectively aimed at readers with no knowled§ary other culture (Bassnett, 2005).
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2.3 The definition of trans-editing

Huang (2000) groups trans-editing (originally nanfigrdnslation and editing”)
together with another ten translation varietie® f@tnote 2) as a major type of
translation variation. TE has gone far beyond tietd fof news. Based on a
review of the literature, | have come across thieviong types of trans-editing:
i. webpage trans-editing (see section 2.1.2),
ii. classical works trans-editing, such as the adaptedsions of
Shakespearean works or Bible stories for children,
iii. summary reports, such as synopses of academicspiap€L for general
readers,
iv. chart trans-editing, such as transcribing graphizadiness information
into statements in the TL, and
V. movie reviews trans-edited from reviews in the 8thich may even
include the translator’'s own opinion of the movie.

In this way, trans-editing can be redefined asréetaof translation, which
involves the deployment of various adaptation skih select and restructure
information, to transform text types, and to edilturally sensitive issues in
order to cater to the needs of various readershipsis-editors, who have been
likened to tailors, act as editors or filters t@kpup or trim off information in
order to adapt a social or cultural reality in 8iEinto a corresponding reality in
the target text (TT). Compared with fully transthtexts, trans-edited works are
free in style and form, and satisfy the particuleeds of a target readership.

3 Methodology

This paper investigates strategies applied in wgbgeans-editing and aims to
identify socio-cultural factors that may impose siaints on the choice of trans-
editing strategies. All the English data are selgécand retrieved from the
following websites: TheNew York TimesBritish Broadcasting Corporation
(BBC) The Daily Telegraph and eBeijing The Chinese versions are from
People’'s Daily Onling Sohy or from students’ revised work. Most of the
examples are displayed first in the source langutg in the target language.
The Chinese versions have been augmented withegloBsr the convenience of
contrastive analysis, different translation versi@amd back translation versions
(hereafter: BT) are also provided. The analysisnigdbcuses on socio-cultural
factors, such as cultural traditions, historic @gepolitical attitudes, and logical
sequencing.

As Venuti (1995) says that translation processesradiated by the cultural
values of the TL in a hierarchical order, the asal\here is conducted first at the
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lexical and phrasal levels, and then at the dismievel. Note that these levels
interact with each other within the larger extes@dial-cultural frame.

Since trans-editing at the discourse level involdiféerent versions of
source texts, all the texts are attached in themglipes. Due to the focus of the
analysis and the length of the target text, baakdliation is not providefbr the
full Chinese text but for the title and subtitledich are vital to restructuring.

4  TE Strategies at the three levels

Strategies for webpage trans-editing have underguaey adaptations from the
traditional translation strategies since the ade¢winline networks. What are the
strategies frequently taken by webpage trans-exfit@hen (2009) points out that
cultural particularity, target readership, and idgy may have effects on the
choice of trans-editing strategies. What is théuarice of socio-cultural factors
on the choice of strategies in webpage trans-gffitilow are the strategies
carried out in the practice of TE? Previous redeaars addressed strategies but
has done so without systematic categorization actfmal exemplification. For
example, strategies at the discourse level hava besoretically proposed by
Huang (2000, 2002) and Xu (2003), but without dethiillustration. The
following discussion is conducted at the lexicdirgsal and discourse levels to
exemplify what the different strategies are and tloege strategies are applied in
webpage trans-editing.

4.1 Lexical and phrasal levels

At the lexical and phrasal levels, translators (egspecially trans-editors) need to
be aware of connotative and symbolic meanings dimese are the components
of pragmatic meaning (Sophia, 2000). Based on #ésearch of Huang (2000,
2002) and my own previous research, | will disctees following trans-editing
strategies frequently adopted at the lexical anchgdl levels: domestication,
foreignization, deletion, conversion, and explaorati
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4.1.1 Domestication vs. foreignization

Venuti (2008) has discussed two translation strasegforeignization and

domestication. The former, which is more salientramslationeséretains the

“foreign” features of the ST while the goal of tlater is to reproduce the ST
author’s intended meaning in an idiomatic and rtstyle appropriate to the
TL.

1)
+4
(qi xi)
Gloss: seven night
Translation 1: Chinese Valentine’s Day
Translation 2: Double Seventh Day

In the culture section aghe official BeijingGovernment website there is an
article introducing the traditional Chinese festit/d: 4 (gi xi),” which is held on
the seventh day of the seventh month of the Chihessr calendar. “Qi xi” is
translated as “Chinese Valentine’s Day,” which istypical example of
domestication (from the perspective of the targedership). Since the purpose
of the website is to attract tourists and providme basic cultural information,
the partial mapping between the traditional Chinfes¢ival and the Valentine’s
Day of the West will help the target readers resitorthe text in a similar way as
Chinese readers do. In that way, the otherwisenuififa Chinese festival will be
brought closer to the target audience becausesitbhan acculturated to suit its
readership.

Conversely, “Double Seventh Day’ is an example bk tuse of
foreignization to attract the target readers’ attention to thdamadiarity of
Chinese culture, and thereby pique their intedesthis way, this strategy can
prompt readers to further explore relevant Chimesg#oms, as well as idioms
and sayings developed out of the festival.

* Translationese: Translations exhibit their owncifelexico-grammatical and syntactic
characteristics. These “fingerprints” left by thartslation process were first described by
Gellerstam and named translationese (Alexande)201
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4.1.2 Explanation

To bridge the cultural gaps between the SL andrthdrans-editors can provide
explanations by adding further details within bretsk or footnotes, or by
transplanting cultural aspects into the translatiealf. However, they must be
cognizant of the acceptability of the translatiowl éhe patience of target readers:
the explanation needs to be precise and concistaanid providing detailed
background information.

)
AT
(zhong qiu jig
Gloss: mid autumn festival
Translation: Mid-Autumn Festival: A Time for Reunion

In the same article from the Beijing Government sieh the term
HEKTi(zhong qiu jig is translated as “Mid-Autumn Festival: A Time for
Reunion.” The translation has adopted the strat#ggxplanation. The phrase
following the colon is additional information compd with the source term. For
those who are unfamiliar with Chinese culture, wed “mid-autumn” conveys
nothing but the concept of time. However, the addadime for reunion”
pinpoints the significant feature of this tradi@rChinese festival. The added
information can help target readers bridge theucaltgap between the SL and
TL, and induce a similar response to the targetdeeship. In this way, the
explanation assists the target readers’ understgradithe source information.

4.1.3 Deletion

Information loss is inevitable in translation besawf cultural gaps. A target text
may lack certain culturally relevant features thet present in the source text;
therefore, loss in translation is “due to the fH#wat the backgrounds, shared
knowledge, cultural assumptions and learnt resmonsie monolingual TL
speakers are inevitably culture-bound” (Rastalp4,9.40). Deletion is adopted
when no culturally corresponding terms exist orawse of sensitive political
issues. As Seidmg2006) points out:

“...[Tlranslation is necessarily also a political oégtion, it
appears not strictly as a linguistic exercise s & a variety of
relational modes: translation as colonialist, inmést, or
missionary appropriation but also translation ask,ri as
assimilation, as treason, as dislocation, as sakVip.9).
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Translation has long been perceived as a poliicalTo work within the
constraints of publishing rules and governmentgulagions, and to avoid
sensitive issues or to soothe targeted readers-éaitors usually take political
factors into consideration. Trans-editors are diffé from traditional translators
because they enjoy more freedom even though they twatrans-edit according
to the requirements or needs of the readership.

3
At that time, China was in the throes of ChairmaaoMedong’s
bloody Cultural Revolution.

Even though the Cultural Revolution (1966-1976) Iasught serious
nation-wide disaster and turmoil in modern Chinkistory, Chinese people are
still grateful to and respectful of Chairman Maor fbis extraordinary
contributions. Therefore, the original word chotbody,” which is derogative,
will not be emotionally accepted in the Chineseterin Searching Google, there
is no such combination “Mao Zedong,” “bloody” anithé Cultural Revolution”
in Chinese. Therefore, when trans-editing the nabsentence, trans-editors may
delete “bloody” from their texts to soften the tomed to avoid irritation among
the target readership.

4.1.4 Conversion

With respect to complimentary and derogative laggua Chinese, Sorby (2008,
p.19) notices “single English words which may havepositive or negative
connotation, depending on their context, are tedadl into Chinese using
separate terms.” For example, the simple Englisidwdie” can be translated
into Chinese complimentarily asfff4:(xi sheng—sacrifice one’s life; die a
martyr’s death; lay down one’s life)#ik £ (xian shen- give one’s life to; devote
one’s life to) filiif(xian shi— pass away),” or derogatively a&gt(bi ming—
violent death) Z&5g(bao bi — sudden death) /i JL(deng tuier— kick the
bucket).” Sorby goes on to point out:

“[Clomplimentary and derogatory terms play suchadé role in
the Chinese language, it is very important for ¢tarors to make
the correct judgment when using the strongly cosehatiords in
their translation in order to avoid either creatiag unexpected
effect or leading to serious misunderstandings2@).
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In TE, trans-editors may change the original comgtitary/derogative feature of
the lexical term in order to cater to the ideologyarget readers.

4
China ‘patriot’_sabotagesuction

Translation: A5 B SEIE A 8 bR I SE SRR Ha R
(jiashide bali paimai yuanmingyuan shoushou, shenmi
zhongguo maijia jingpai chenggong

Gloss: Christie Paris auction the Imperial Summer Palagienal
heads mysterious Chinese buyer auction success

BT: Christie auctioned the Chinese Sculptures in Pa#is.
mysterious Chinese successfully got the bid.

Example (4) is the translation of the title of gpod from the BBC's
website. The story concerns the auction of two €&énsculptures held by
Christie’s Auction House in Paris, which was won hyChinese bidder.
“Sabotage” is a rather sensitive word. Accordingadine Oxford English
Dictionary, “sabotage” means “the malicious damggor destruction of an
employer's property by workmen during a strike, adigabling damage
deliberately inflicted, especially which carriedtodandestinely in order to
disrupt the economic or military resources of aerap” It is “malicious” and
“clandestine.” To achieve a better title for the, The trans-editor needs to be
clear about the story of this auction, as it isestan this report: “[The sculptures]
were originally taken by British and French trodpam the Imperial Summer
Palace in October 1860 towards the end of the Se€@pium War. China had
tried to stop the sale, and later threatened tisinbss of Christie's in China for
having gone ahead.” To most Chinese given thisestnthe behaviour of the
Chinese bidder is patriotic since it stops thejitimate auction and enables the
return of the looted sculptures. Hence, “sabotageiot translated derogatively
as ‘fEHF (po huai— destroy)” but as# ¥k (jingpai chenggong- auction
success),” which means a successful bidding.

4.2 The discourse level
4.2.1 Restructuring
One of the shortcomings of webpage informationhat tsome articles are not

carefully edited due to time constraints. To repiclthe source message in the
target text, trans-editors need to restructure ttheé and omit irrelevant or
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redundant information in order to meet the paréicueeds of target readers. For
example, Bible stories or simplified versions ofakbspearean works are
published for children. Irrespective of whether thsk involves intra-textual or
inter-textual trans-editirig trans-editors need to restructure or reorgarieeTtr
such that the TT is consistent with the ideologyhef TL. The Appendices A and
B together provide a good example of inter-textreais-editing.

Appendix A consists of three articles in memoryGsdrald Ford froniThe
Daily Telegraphand New York TimesAppendix B is the TT trans-edited from
Appendix A, with reference to students’ translatfmactice along with a trans-
edited article from the website www.people.com.dihe STs have been
systematically restructured into a Chinese textp@mlix B(i): “The Legendary
Life...”) with four clearly named sub-sections (B{i)). Various aspects of Ford’s
life have been selected from the three articlesgandped into the four different
sections which are headed by distinct titles: fii¢ Unprecedented, (iii) the
Embarrassing, (iv) the Lucky, and (v) the Contraieraspects of his life story.
The following examples illustrate the treatmenieath of the four section titles
in Appendix B.

B. ii.
LRI RS FRIIEA SIS
(shi wu gianli wei jing xuanju dangshang fu zongjohe
zongtong)

Gloss: history no previous example: no electiorvioe president and
president
BT: Unprecedented: President and Vice-presidetitoni Election
B. iii.

T T
(ganga wangshi shuaixia kongjun yi hao

Gloss: embarrassing past events: falling off Airde One

BT: Embarrassing: Falling Down from Air Force One

® Intra-textual and inter-textual trans-editing am® major trans-editing types classified
by Huang (2002). The former refers to trans-editih@ single text while the latter refers
to multi-text trans-editing.
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f R R R P R
(fuxing gao zhao duoguo liangci an3ha

Gloss: lucky star shine high: escape over two diassassinations

BT: Lucky: Surviving Two Assassinations

FRAL KT, MoK T" - B e AR SR F B
(cheng ye shuimen bai ye shuimen shemian nikesomg di
zongtong baozyo

Gloss: success be Watergate, failure be Watergatelon Nixon lose
president throne

BT: Controversial: Watergate — Pardoning Nixon dmbing the
Presidency

4.2.2 Headings

Headings, or titles, which may constitute the frpage of a website, are similar
in function to journalistic headlines. A news heagl] if effective, must meet the
requirements of capturing the essence of the ewaswt attracting readers’
attention.

To illustrate this strategy, the following exampliesm different websites
were chosen from various subject areas like ecargmihealth, and
entertainment.

5)
Mum Doesn't Live with Us Any More
(More than 150,000 UK mothers live apart from th
children as courts increasingly give custody ttnées, Catherine
Bruton reports on the rise of ‘mothers apart.’...)

Translation:  pissbETE, RS H]
(lihun v pansheng chaoji naiba yongxjan

Gloss: divorce rate increase, super daddy spipng u

BT: Increase in Divorce and Popularity of “Superiy Daddy”
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The source headline focuses on the absence of mathd the lead (i.e., the
most important structural element of a story) etates on the phenomenon that
more children are living with their fathers. Theatiéne in the TT combines the
information from the headline and the lead from 8% and supplies the term
“super nanny daddy.” As a title on a webpage, “sueny daddy” (coined from
“super nanny”) is very eye-catching to the targkin€se readership.

(6)

Anne Hathaway to play Judy Garland on film, stage

Translation:  “/A3=" B F “SEEp0"
(gongzhu tashang Ivye xianzgng

Gloss: “princess” steps on “green field and cééstack”

BT: “Princess” on her way to “Wizard of Oz”

The actress, Anne Hathaway, is remembered by tlttermee for her
performance in the movi€he Princess Diariesludy Garland is the actress who
starred as Dorothy ifthe Wizard of QzMs. Hathaway is going to portray Ms.
Garland in both film and on stage. The creativeptaton in the headline has
greatly increased the acceptability of the TT beeahe masterpieces of the two
actresses are more provocative than their exotmesato the target Chinese
readers.

4.2.3 Selection

To restructure the ST, trans-editors need to kn@w ho select the most
important information from it.

(7
(EEEISE il s PNES
(fute zongtong de chuangi renshgng

Gloss: Ford presiden-de legendary lifi

BT: The Legendary Life of President F

The title in the TT #&%} & 4ifY %2 AZE (fute zongtong de chuangi renshgng
suggests that the TT's perspective is that of Fardng lived an eventful life.
The four subtitles in the TT are guideposts fondraditors’ selection of only
those points that are closely relevant to what sadhitle suggests.
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Section one, which is centered on Ford’s politidal, covers information
about his Presidency, Vice-Presidency, and ovelitical contribution to the
U.S.A. Section two is about his embarrassing egpeds and negative views of
him due to the military withdrawal from Vietham adidmal economy. The third
part is about his personality and his luck. The ¢&gtion is about the key issue
of Ford’s life: his controversial act of pardoniNgon, which directly resulted in
his loss of the Presidency. By selecting and reorgag the major relevant
information, trans-editors can produce a TT thatgpropriately organized for its
audience.

This paper will not discuss other aspects of webgeans-editing, such as
webpage design, layout, or animation since thepecés are not the concern of
translators but of webpage designers and admitostta

5 Conclusion

Webpages reflect much of the social and cultunatets of and among societies.
To ensure the efficient and successful transmissfoimformation, translators
have adopted trans-editing in response to marketdds for time-effectiveness
and localization of target texts. At each of theidel, phrasal, and discourse
levels, the choice of trans-editing strategiesitienced by socio-cultural factors
such as the particular needs of the readershipdirg its conventions, political
and cultural norms, and ideology.

At the lexical and phrasal levels, similar to fuiinslation, information can
be added or deleted, and the complimentary or dépog characteristics of a
word or phrase may be changed in accordance wihddology of the target
readership. At the discourse level, trans-editoray nuse strategies of
restructuring, adding headings, or selection tiwieffitly and successfully convey
the source informationHopefully the strategies that have been discussed a
illustrated here can inform the work of trans-edjtipractitioners and student
translators.
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Appendix A

i. The man who healed wounds of Watergate
(Harnden, 2006)

Gerald Ford, who died on Boxing Day aged 93, wakethdby President George
W Bush yesterday as a "man of complete integritly lelped to bring America
together after the Watergate scandal.

Mr Ford was unexpectedly thrust into the Unitedt&tapresidency and
worked to heal what he called the "poisonous woltefs by Richard Nixon's
resignation. He had done so "with common sensekarttlinstincts”, Mr Bush
said.

In his 895-day presidency he pardoned Mr Nixon aerthat probably cost
him the presidency in 1976 when he was narrowleakefd by Jimmy Carter —
and ended US involvement in Vietnam.

"On August 9, 1974, he stepped into the presidemitiyout ever having
sought the office," Mr Bush said. "He assumed power period of great
division and turmoil. For a nation that needed ingabnd for an office that
needed a calm and steady hand, Gerald Ford camg aloen we needed him
most."

Mr Bush said his fellow Republican "reflected thesbin America's
character" and helped restore confidence in thegiity of the presidency
through the "honourable conduct” of his adminigtrat One of his unexpected
legacies was the rise to prominence of severatigialis who came to shape Mr
Bush's presidency.

Both Vice-President Dick Cheney and Donald Rumsfeitio recently
resigned as defence secretary, served as Mr Fatridkof staff.

The only White House occupant never elected etthéne presidency or the
vice-presidency, Mr Ford became the longest livimgner president. A former
congressman, his highest ambition, he said, had tiebecome Speaker of the
House of Representatives.

His greatest contribution during his presidency, biedieved, was to help
unify his country after the Nixon era. At his inaugtion he declared that "our
long national nightmare is over" and vowed to "lebuip the internal wounds of
Watergate, more painful and more poisonous thasetbbforeign wars".

His most controversial act was his first one — plaedoning of Mr Nixon
"for any crimes he may have committed". There ve@@usations this was part of
an arrangement with his disgraced predecessor budvl maintained: "There
was no deal, period, under no circumstances." Evemost bitter critics later
acknowledged that the pardon was an honest, negessa politically brave act.
Senator Edward Kennedy, the senior Democrat whosgapit, later said it was
"an extraordinary act of courage that historiansogaise was truly in the
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national interest".

Mr Ford became vice-president in December 1973r afjgiro Agnew
resigned following bribery allegations. Eight mantlater, he became president
when Mr Nixon stepped aside rather than face a tSetréal on charges
connected with the burglary of the Democratic NadicCommittee headquarters.
While president, he survived two assassinationspigithin 17 days, but still
maintained a White House notable for its openneddrgormality.

Mr Ford was a high school football star from Grdapids, Michigan, who
described himself as a "moderate in domestic affaan internationalist in
foreign affairs and a conservative in fiscal pdlicy

As president, he seemed the epitome of an ordiasrican. The day after
his inauguration he made his own breakfast. Butk&ryman persona became
fodder for ridicule. He was lampooned as a clumsl dnd in June 1975 fell
down the steps of Air Force One. Six months latewiped out on the ski slopes.
President Lyndon Johnson was widely quoted as bastaied that Congressman
Ford was "so dumb he can't walk and chew gum atd#nee time". In fact, the
jibe was crueler and coarser — Johnson had actseillly'fart and chew gum".

Bob Hope, who like Mr Ford was a golfing enthusiastce joked: "It's not
hard to find Jerry Ford on a golf course — you fabw the wounded."

The Vietnam War ended in ignominy for America dgrihis presidency.
After the fall of Saigon in April 1975, Mr Ford, aarly supporter of the war who
urged heavier bombing, said: "Today, America cajairethe sense of pride that
existed before Vietnam. But it cannot be achievgddsfighting a war that is
finished as far as America is concerned."

Damaged by an ailing economy and a fierce primadegtien challenge
from Ronald Reagan, he lost the Oval Office to Jin@arter.

Betty Ford, who announced her husband's deathavasorcee and dancer
when they married 58 years ago. She admitted whalsm and addiction to
prescription drugs while First Lady and later foaddhe Betty Ford Centre for
alcohol treatment and drug rehabilitation.

She said yesterday that despite suffering a sefikgalth scares in recent
years, her husband lived a life filled by "God, fgmand his country”. "My
family joins me in sharing the difficult news th&erald Ford, our beloved
husband, father, grandfather and great grandfdthempassed away," the former
First Lady said in a statement.
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ii. Key moments in the life of Gerald Ford
(Telegraph 28 Dec., 2006)

Dec 6, 1973: Sworn into office as vice-presidenthi@ House of Representatives
chamber using a Bible given to him by his oldest, sehile his wife Betty
looked on. He had refused Richard Nixon's insistahat he take the oath in the
White House. Americans already believe he will sbeaome their president.

Aug 9, 1974: Nixon resigns and is replaced by Ferdo declares in his
inauguration speech: "My fellow Americans, our laregional nightmare is over.
Our Constitution works. Our great Republic is aegmownent of laws and not of
men. Here, the people rule.”

Sept 8, 1974: Grants a "full, free, and absolutelgra unto Richard Nixon
for all offences against the United States whicthlhe committed or may have
committed or taken part in". Critics accuse himsbfiking a deal with his
predecessor.

April 30, 1975: Americans are lifted from the roaff the US Embassy in
Saigon by helicopters as the city falls to Nortetdamese troops. A week earlier,
Ford had said that the Vietnam war "is finishedeasis America is concerned".

June 1, 1975: Falls down the steps of Air Force &fter slipping in the rain
as he arrived in Austria. He says in a speechdguests later in the day: "Thank
you for your gracious welcome to Salzburg — anchisarry that | tumbled in."

Sept, 5 1975: Lynette "Squeaky" Fromme, a membethef notorious
Manson Family cult, is wrestled to the ground ircramento as she aims a
loaded pistol at Ford as he leaves the Senatod.Hot&t 17 days later, Sara Jane
Moore, a Left-wing zealot, fires two shots at For®an Francisco. She misses.

Nov 8, 1976: Jimmy Carter, the Democrat governofzebrgia, narrowly
beats Ford to the presidency. Ford is damaged fmjnzary challenge from the
conservative Ronald Reagan, a sluggish economyiarghrdon of Mr Nixon.

Oct 4, 1982: Ford's wife, who had been an alcohatfid addicted to pain
killers, opens the Betty Ford Centre in Califorfaa the treatment of drug and
alcohol addiction.
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iil. Gerald Ford dies; Nixon’s successor in '74 crisis as 93
(The New York Timeg&7 Dec., 2006)

Former President Gerald R. Ford, who was thrusttiné presidency in 1974 in
the wake of the Watergate scandal but who lostohis bid for election after
pardoning President Richard M. Nixon, has diedpediog to a statement issued
late last night by his wife, Betty Ford.

He was 93, making him the longest living former sident, surpassing
Ronald Reagan, who died in 2004, by just over atmon

The statement did not give a cause, place or tindeath, but Mr. Ford, the
38th president, had been in and out of the hosgitale January 2006 when he
suffered pneumonia, most recently in October atHisenhower Medical Center
in Rancho Mirage, Calif., for medical tests. Heuraed to his home in Rancho
Mirage after five days of hospitalization.

"My family joins me in sharing the difficult newtbat Gerald Ford, our
beloved husband, father, grandfather and greatitatrer has passed away at 93
years of age," Mrs. Ford said in a statement cs$umn her husband's office in
Rancho Mirage, also the location of the Betty FGehter. "His life was filled
with love of God, his family and his country."

President Bush praised Mr. Ford for his contritngido the nation "in an
hour of national turmoil and vision," in a statemeeleased early today from his
ranch in Texas.

"With his quiet integrity, common sense, and kimgtincts, President Ford
helped heal our land and restore public confidendbe presidency," Mr. Bush
said. "The American people will always admire Gkffeord's devotion to duty,
his personal character, and the honorable condinis @administration."

Mr. Ford, who was the only person to lead the aguwithout having been
elected as president or vice president, occupied\thite House for just 896 days
— starting from a hastily arranged ceremony on Ad.974, and ending with his
defeat by Jimmy Carter in 1976. But they were mlvodays of national
introspection, involving America's first definitiviailure in a war and the first
resignation of a president.

After a decade of division over Vietham and tworgeaf trauma over the
Watergate scandals, Jerry Ford, as he called Himemdiated a soothing
familiarity. He might have been the nice guy dovae street suddenly put in
charge of the nation, and if he seemed a bit ptatule, he was also safe, reliable
and reassuring. He placed no intolerable intelEdaba psychological burdens on
a weary land, and he lived out a modest philosophye harder you work, the
luckier you are," he said once in summarizingchi®er. "I worked like hell."

Gerald Rudolph Ford was born on July 14, 1913, ima@a to Leslie Lynch
King and Dorothy Ayer King. He rose to House mitpitieader in 1963 and
served in the House until 1973, when Vice Presid&pito T. Agnew resigned,
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and President Nixon appointed Mr. Ford to succeedighew.

When Mr. Ford took the oath of president in 197 &conomy was in
disarray, an energy shortage was worsening, alleze wondering how steadfast
the United States might be as a partner and MroMNixaving resigned rather
than face impeachment for taking part in the Watkrgover-up, was flying to
seclusion in San Clemente, Calif.

There was a collective sense of relief as Mr. Fordhe most memorable
line of his most noteworthy speech, declared they, dOur long national
nightmare is over."

Working Papers of the Linguistics Circle of the nsity of Victoria20, 131-152
© 2010 Qian Xiaojuan



151

Appendix B

. BREENEFAL
(The Legendary Life of President Ford)

EEFT SRR Bk A T12H 260 ik, F493% » B2 E
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i SRFERIF : REHEEEY FRISFNES
(Unprecedented: President and Vice-president withat Election)
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i R T RS
(Embarrassing: Falling down from Air Force One)
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iv. RERR: SRR
(Lucky: Surviving Two Assassinations)
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V. FRAR KT, W KT SRR R E SR E R
(Controversial: Pardoning Nixon and Losing the Prsidency)
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